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TOWARD THE YEAR 2000--REFINING  THE MEASURES

Dr. Manning Feinleib, National Center for Health Statistics

Welcome and Greetings
It is a pleasure to officially open

the 1993 Public Health Conference on
Records and Statistics and welcome all
of you to the 24th national meeting of
the premier forum for vital and health
statistics. There is a record
attendance for the conference, with
preregistration of more than 1300
individuals from virtually every state
in the nation. There are representa-
tives from 22 other countries and I
would particularly like to extend a warm
welcome to the large delegation from
Canada. We have a busy program covering
important topics with informative
presentations, but another value of this
conference is the time for greeting
friends and exchanging ideas with
colleagues. I hope to see you all at
our welcoming mixer this evening.

Conference Theme
"Toward the Year 2000--Refining  the

Measures" is the theme of this year's
conference. It recognizes the impor-
tance of data in the nation's disease
prevention and health promotion policy.

The importance of data in setting
health policy and directing health
programs has grown -- as illustrated by
expansion of this conference from a few
hundred who represented the vital
statistics programs to the many who deal
with all aspects of health information.
Health reform offers a new arena for the
use of data in formulating policies,
developing and implementing programs,
and measuring their success.

Conference Program
The conference is organized around

the data support and measurement issues
for the major goals of Healthy People
2000:

-- Increase the span of healthy life
-- Reduce health disparities
-- Achieve access to preventive

services
But our conference program is a

broad umbrella covering many issues:
-- the health of special groups --.

minority, children, aged
-- major concerns -- nutrition, ,,

injury, disability
-- methodological issues -- race -and'.'

ethnicity, linkage, confident&&Sty
The conference serves as a bridge

linking prevention and health reform and
we deal with issues related to the
measurement of the quality, cost,
access, and effectiveness and outcomes
of health care.

I extend our appreciation to the
122 speakers presenting at our opening
and plenary sessions and in the 28

concurrent workshops who are bringing
the results of their latest work and
research to us. They represent Federal,
State and local government; universi-
ties; associations and research centers.

Exhibits offer another way to learn
of the current program activities and
data resources of'many of the major
health programs. There are many
interesting exhibits and demonstrations
from other parts of the Centers for
Disease Control, Public Health Services,
the Department of Health and Human
Services and others.

Update - Health Statistics Developments
and Plans

As the conference begins I would
like to take this opportunity to provide
a brief overview of the some of the
latest plans and developments in health
statistics.

Healthy Peonle 2000 -- Since the
last conference there has been much
activity at NCHS and CDC, other Federal
agencies, and throughout the states to
meet the data needs for Healthy People
2000. We are now tracking all objec-
tives at the national level. Soon we
will publish the first progress report,
Healthy People 2000 Review. This report
provides the first assessment of the
program. It shows that baseline data
are still needed for about 10 percent of
objectives.

In another important development,
CDC has funded community assessment
grants in states to build state data
capacity. Knowledge gained in those
eight assessment states will be shared
with others. The Robert Wood Johnson
Foundation and the Maternal and Child
Health Block Grants are also aimed at
increasing state data capacity.

Virtually all states are using
health status indicators -- first
presented at the last PHCRS -- to
provide a uniform assessment of progress
in key areas. A recent survey of states
showed a high level of activity in
building data capacity and carrying out
Msessment initiatives.

Data Coordination and
Infrastructure -- Data coordination
through the PHS Task Force on State and
Community Data ensures that PHS data
activities involving the states and
communities take place within the
context of uniform policies and a
coordinated and comprehensive framework.
The newly-formed Joint Council Of
official Public Health Agencies Task
Force (ASTHO, NACHO, USCLHO) will look
at the relationship between Federal,
state and local needs from the state and
local perspective.
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We expect to be involved in a
major effort to revitalize the state
centers for health statistics. Working
with the ASTHO, AVRHS and others, we
will review and update guidelines for
state centers; have states review and
designate a center under the new
guidelines; and provide a program of
technical assistance

Health Reform -- The data needs for
health reform have taken on new
importance recently. NCHS has moved to
complete the implementation of the
National Health Care Survey. All
originally planned components covering
health care in all settings will be in
place by 1995. We are also implementing
many of the recommendations from the
Institute of Medicine (IOM) study
calling for expansion of the survey
through patient followup  studies, links
to population-based surveys, and
enhanced health expenditures components.
IOM has also developed a set of access
indicators to review access to personal
health care in America.

Like the health status indicators,
these standard measures will provide a
base for uniform data collection and
comparison.

At NCHS we are also expanding the
National Health Interview Survey, adding
components on health insurance, access
to care, and expenditures tracking. The
1993-94 National Mortality Followback
Survey 1993-94 will look at health care
and its costs in the last year of life.

A new initiative is the National
Employer Health Insurance Survey to be
fielded early next year. This survey, a
joint project of NCHS, the Health Care
Financing Administration and the Agency
for Health Care Policy and Research, is
intended to produce national and state
estimates of health care spending. The
survey will collect data on employer and
employee insurance premiums, benefits,
and administrative costs and provide
information not previously available but
essential to measure the effects of some
of the changes being proposed.

In addition to new types of data,
new methodologies will be needed to
provide the array and complexity of
information needed at the speed it will
be required. Some of the approaches
under discussion are: Quick response
tracking and monitoring surveys,
expanded telephone interview surveys,
and surveys to be fielded in a modular
fashion. New conceptual approaches will
be necessary, for example a set of
indicators for health reform, to measure
II real II change in a changing system.

Introduction of Opening Session Speakers
I am pleased to introduce

Dr. Walter Dowdle, Acting Director of
the Centers for Disease Control and
Prevention and Acting Administrator,

Agency for Toxic substances and Disease
Registry. Dr. Dowdle was appointed
Deputy Director in 1987 and served as
acting director from 1989-90.
Dr. Dowdle assists in leading the agency
of the U.S. Public Health Service
responsible for promoting health and
preventing disease, injury and premature
deaths. CDC's 10 Centers, Institute and
Program Offices work closely with local,
state and other federal agencies to
protect the public health.

Dr. Dowdle has a long and
distinguished career in public health.
He directed the Center for Infectious
Disease from 1981 to 1986, became deputy
director for AIDS in 1986, and was
assistant director for science from 1979
to 1983. Earlier he was director of the
Virology Division in the Bureau of
Laboratories. He was director of the
World Health Organization Collaborating
Center for Influenza for almost a
decade.

Dr. Dowdle is well-known to public
health leaders across the country and in
many nations. He brings us greetings
from CDC and ATSDR and focuses on "Data
Needs in an Era of Change."
(presentation by Dr. Dowdle, see page 5)

Thank you Dr. Dowdle for setting
the stage for this conference.
Prevention and health reform certainly
mean new requirements and new
opportunities for health statistics.

For a preview of health reform for
consumers, administrators, and
researchers we turn to our next speaker,
Dr. Clifton Gaus. Dr. Gaus has a
diversified background in health care
policy, health care research, academia
and private business. His academic
associations were with Johns Hopkins
University and Georgetown University.
He worked on health policy and research
for the federal government during the
Nixon, Ford and Carter administrations
and later directed the Center for Health
Policy Studies at Georgetown University.
He has spent the last ten years as a
health consultant and business leader,
and was responsible for establishing the
Association for Health Services
Research.

Today he serves as senior adviser
in the Office of the Assistant Secretary
for Health and has been closely involved
in the deliberations of the white House
Task Force on Health Care Reform,
particularly considering the new demands
for data. -
(presentation by Dr. Gaus, see page 7)

Thank you Dr. Gaus. Never before
have the challenges or opportunities for
health statistics to contribute to the
nation's health been so great. It is a
pleasure to have so many attending what
may be the biggest and most important
PHCRS. I wish everyone a very
productive meeting.



DATA NEEDS IN AN ERA OF CHANGE

Walter R. Dowdle
Centers for Disease Control and Prevention

The Crucial Role of Health Information

Good morning and thank you,
Dr. Feinleib. I have heard great things
about this conference for a number of
years and I am pleased to be here. This
conference continues to be an excellent
opportunity for representatives of
government, academia, and professional
associations to come together for the
purpose of sharing the latest advances
in public health statistics.

This year more than ever, information
will play a crucial role in dictating
the public health agenda. At the very
core of such issues as prevention,
health reform, and childhood
immunization is the need for better
health information. Whether forming a
strategy for overhauling the country's
health system or implementing a
widespread vaccination program it is
crucial, that we have good data on which
to base sound decisions.

Those of us attending this conference
today have a shared responsibility for
producing the health information this
nation needs. Providing such data will
take the efforts of federal and State
governments, as well as the public and
private sectors.

We are grateful to the leadership that
NCHS has provided. In fact, I don't
know what we would do without an
organization like NCHS to serve as a
focal point for developing data
capacity. Nowhere is this leadership
more essential than in developing the
data support -- that is, Objective 22 --
for "Healthy People 2000.1'

This year's conference focuses on the
Year 2000 objectives, and specifically,
the data needed to ensure that we reach
those goals. "Healthy People 20001' has
been extremelv useful as a llcompassII,  to
guide us in setting the public health
agenda for the remainder of this
century. The mission of this conference
is to refine the measures of these
objectives so that progress in reaching
our goals can be determined. This
information is needed to adopt, change,
or refocus programs. This information
is needed to target problem areas.A n d
this information is needed to gauge our
successes.

I'd like to briefly say a word about the
importance of "Healthy People 2000" in
terms of what it has meant to the CDC
mission. Last year the word
"Preventionl~ was officially added to

CDC's title, mandated by Congress.
However, prevention has been the very
soul of this agency since it's inception
and it was very fitting that Congress
took steps to formally recognize this.

For almost a half century CDC has been
dedicating to preventing disease,
injury, and disability. CDC has lead
responsibility for many of the year 2000
objectives. But we don't do it alone.
Disease prevention and health promotion
is a collaborative, cooperative
endeavor, and we are all united in this
common goal.

Within CDC, we have taken several steps
recently to expand our prevention
efforts. We have established a new
National Center for Injury Prevention
and Control in response to the growing
epidemic of unintentional injuries and
violence, particularly among our youth.
Unintentional injury is the leading
cause of potential years of life lost
and intentional injury that is,
(homicide and suicide) ranks third and
is still rising.

We have established a National
Immunization Program, elevating this
activity within our agency to focus our
attention and efforts on protecting
children from unnecessary disease, in
keeping with the President's
Comprehensive Child Immunization
Initiative.

We have identified several areas which
are critical to the success of this
Initiative, all involving very close
coordination with the States.

The development of a national
public awareness campaign to
educate parents about immunization.

Vaccine Supply/Purchase Program

The collection of information on
existing state-wide systems for the
purchase and distribution of
childhood vaccines.

The Monitoring and Development of
Immunization Action Plans

The Measurement of Immunization
Coverage--how well are we
accomplishing our goals?

The Building of Cormnunity
Coalitions-- to create grassroots
support for immunization
activities.



0 The Surveillance of Vaccine know that NCHS
Preventable Diseases--using this
information to guide vaccination

thought now as
may be met.

policy development.

is giving a great deal of
to how these data needs

Of course, the component which has been
discussed by many of you at this
conference design and development of a
system for monitoring immunization
records. Ideally this would consist of
immunization registries in each of the
50 States. From there, conceivably a
network could be established to connect
with these registries to exchange
immunization records on the local,
State, and national level.

Such a system is still speculative at
this point. Much yet remains to be
done. This is a major public health
challenge.

Of course, the overriding issue facing
the country right now is health reform,
and while this is centered around health
care and the problems associated with
cost containment, access, and quality,
there are also many exciting
possibilities for incorporating public
health and prevention concepts into the
foundation of health reform. In a
society of diminishing resources and
increasing needs, prevention makes a
valuable contribution to the health care
of Americans, not only in a social
context in terms of lives saved, but in
an economic context in terms of dollars
saved.

The future challenges us and our public
health partners to develop alternative
strategies for melding public health
with health care reform so that
prevention services can be within the
reach of all Americans.

The role that data will play in testing
these strategies and shaping this
process is particularly compelling.
Many of the things we have traditionally
measured will be changing more rapidly,
and in ways we haven't been attuned to
monitoring. There will be new
requirements for health information -
and new opportunities for obtaining it.
Current data systems will be modified,
and new systems will be designed along
the way. As always, the needs for State
data have been increasing and will
continue to do so. CDC recognized this
need in establishing the Community
Assessment Initiative, which focused on
data for prevention. We're now a year
into this program to build State data
capacity with active programs in 8
States and with plans to share the
results with others.

There will also be a need for the
Federal government to meet some of the
State-level data requirements during the
phase-in period of health reform. I

Ultimately, the approach may be
patterned after the model successfully
employed for Healthv Peoole 2000. FOr
the Healthy People 2000 system, NCHS
draws on 700 data points on over 300
objectives from I17 different
organizations.

Again, health reform is still in its
formative stages. A lot of this is
speculative and subject to change as the
overall reform plan changes. But it is
clear that we can gain a lot from some
of the successes we've had with "Healthy
People 2000," and I am anxious to see
what transpires here at this conference
as the week progresses.

Best wishes to all of you for a most
successful conference.



OPENING CEREMONY
Keynote Address

Clifton R. Gaus, Office of the Assistant Secretary for Health

Thank you, Dr. Feinleib. I bring
greetings from Dr. Philip Lee, the
Assistant Secretary for Health. He
sends his regrets. I'm sure you will
understand his health care reform
meetings at the White House have played
havoc with his schedule. However, that
leaves me with the distinct honor and
pleasure to be here to talk about health
care reform and preview what it means to
you as citizens, consumers, and the
health statistics professional
community.

As citizens we seem to know something
needs to happen, but we don't know why.
Recent polls tell us that 90% of
Americans believe, "The Nation has a
health care crisis.l'  However, 81% said
they were satisfied with their own
health care quality; 70% were satisfied
with health insurance coverage; and 49%
were satisfied with costs.

These polls also show that a high
percentage of Americans are willing to
pay higher taxes for health care, but a
far less amount than is needed to
provide universal coverage of
comprehensive benefits. What all
Americans would like -- is better
coverage for less money, and polls show
most believe they will in fact, get just
the opposite.

It seems like the country's mood goes
like the old saying, llmost people are in
favor of progress; it's the changes they
don't like."

In President Clinton's report, A Vision
of Chancre for America, he wrote to
Congress:

"Throughout our history, at every
critical moment, Americans have summoned
the courage to change, to adapt our
nation's policies and institutions to
address new problems in a changing
world. Today we must once again find
the courage to change."

AS the President focused on the economy
and the Federal deficit, it became
abundantly clear, there is no area where
we need to change more than our health
care system.

Skyrocketing health care costs are
driving the Federal deficit. Unless the
present pattern is changed, 50 percent
of the growth in the deficit between now
and the year 2000 will be in health care
costs.

Not only are rising health care costs
depleting our government's resources,
and sapping our ability to pay for other
societal obligations -- they are pricing
American companies out of the health
insurance market. Our companies can't
continue to hide the inflated costs of
health insurance in the price tags of
goods and services. We are losing jobs
because the high cost of health benefits
for employers is raising the cost of
American goods. And our products are
unable to compete price-wise in
international markets.

While the economic costs of our health
care system are profound, the human
costs are immeasurable. Americans
experience far too much preventable
human suffering. Our system is sickness
oriented. It rewards treatment of
illness and injury, rather than keeping
people well.

For example, 30 percent of all cancers
in the U.S. are caused by tobacco. Over
1000 people die each day from diseases
attributed to smoking. An estimated 27
billion dollars in health care costs
were attributed to tobacco-related
illness in 1990. Society seems quite
willing to underwrite the extraordinary
costs of surgery. Yet, we are not
willing to do all we could to see that
young people don't become addicted or
that those who are hooked get unhooked.

The system is broken and deteriorating.
Fewer Americans are receiving the full
benefits of our health care system at an
increasing cost. And, no one is
absolutely guaranteed continued access
to health care in this country. Not
even the fully insured. Because of
reasons like pre-existing conditions,
change in employment, high risk ratings,
over the next two years, one of four
Americans will lose the health insurance
they have today. All Americans are
vulnerable with a system that is
bankrupting our nation's future.

Reform -- has been part of the National
debate for nearly thirty years now. But
in the past, we couldn't come to
consensus, we couldn't find the courage
to change and we let opportunities for
reform pass unchallenged. We stayed
with an imperfect, sometimes
dysfunctional system that promotes
spiraling health care costs and excludes
millions of Americans who need care the
most.



History cannot repeat itself. The
health of the people, as well as the
nation's economy are riding on what we
decide and how soon we do it. After the
most thorough and inclusive policy-
making process in American history,
President Clinton will soon finalize a
proposal for comprehensive health
reform. The President has promised to
announce his Health Care Reform plan as
soon as the Congress finishes work on
the Budget. Policy-makers in the White
House and the Department of Health and
Human Services are nearing completion of
the plan and it will be ready as the
President has promised.

The plan is founded on six principles --
security, comprehensiveness, choice,
quality, controlling cost, and
simplicity,

The President's plan will provide you
and your family the security of knowing
you will have health coverage even if
you switch jobs, lose your job or have a
preexisting condition. All Americans
will have a comvrehensive  benefits
package that can never be taken away
regardless of circumstances. Everyone,
regardless of age, health status or
occupation will be able to purchase a
health care policy from one of several
competing local health plans. All
policies would include a comprehensive
set of government-established standard
benefits including physician services,
inpatient and outpatient hospital care,
medically necessary emergency care,
short-term and crisis-intervention
mental health care, some alcohol and
drug abuse treatment, diagnostic
laboratory and radiological services and
some home health care.

Consumers would pay one annual fee that
would cover most medical needs instead
of worrying about the cost of each
procedure. And, no plan can charge more
to a consumer due to illness, pre-
existing conditions or age.

Providing universal financial access
won't solve all the problems that the
Nation has in public health or health
care financing. Providing financial
access for 37 million uninsured
Americans will highlight problems on the
capacity side of our system. As part of
the President's health care plan,
investments in infrastructure in poor
urban and rural areas and in public
health will be increased. Incentives
will be provided for health
professionals to settle in and stay in
these underserved areas. And, Regional
Health Alliances will be responsible for
building health networks where none
exist.

These Regional Health Alliances are a
key component of the President's Health
Care Plan. They will serve as the
collective insurance purchasing agents
for large groups of individuals. The
Health Alliance will then provide you a
variety of health plans to choose from.
Under the President's proposal, your
employer or insurance company won't pick
your health plan. You will. And, once
a year you'll have the option to choose
or change health plans.

To help you make your choice, the Health
Alliance will collect data on each
plan's price, on how its patients fared
and on consumer satisfaction. The
Alliance will then make this analysis
available to you in a report card
format. This "managed competition" will
shift the market for health insurance
from competition based on risk to
competition based on prices and quality.

Also to improve oualitv, the President's
plan will create standards and
guidelines for all practitioners to
follow. These will reorient quality
measurement toward outcomes and away
from process and retrospective case-by-
case review. It will increase our
commitment to medical research and
promote the availability and use of
primary and preventive services. We
believe that if we help control costs up
front with an investment in prevention,
we will save costs that would be
incurred to repair the damage. An
investment in prevention is a principle
that runs through out the President's
proposal and it is a principle that is
efficient in both human and financial
terms.

In addition to prevention, controlling
the growth of health care costs will be
accomplished by increasing competition,
reducing administrative costs and
imposing budget discipline.
Competition, as I mentioned before, will
be increased by focusing on cost
effective care and encouraging both
providers and consumers to make cost
effective choices. Malpractice reform
will reduce spending prompted by
"defensive medicine." And, stiff new
penalties for those who abuse and cheat
the system will root out billions of
wasteful health care spending.
Bureaucracy will be slashed, drastically
reducing paperwork, hassles, and
administrative costs. States will have
a strong role in reform, with greater
flexibility than they now have.
Providers will see a streamlining and
scaling back in their regulatory,
billing, and reporting requirements.
And, ultimately consumers will
participate in a simDler  svstem with
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understandable plan descriDtions,
standardized benefits, and-no fine print
about exclusions from coverage.

Should the plan's competitive and
administrative savings not achieve
desired results, a budget will ensure
that cost growth will be nevertheless
controlled. Under the President's plan,
the health care system will operate
under a budget which will eventually
limit health care spending growth to
growth close to gross domestic product.

Health care reform will provide a unique
opportunity for the field of health
statistics, We will be developing
organized system of care focussing on
populations. For once, we have a built
in denominator. New information system
technologies have made possible what was
unthinkable just a few short years ago.
And there will be tremendous new data
needs because consumers for once will be
making decisions about their plans.

Data systems are the linchpins of the
President's plan. We have envisioned as
part of health care reform an electronic
highway of data with uniform health data
standards and shared responsibilities.
This new framework for health data will
present you the nation's health data
professionals many exciting challenges
and opportunities.

To meet data and information needs for
the President's plan there are three
specific but highly interrelated types
of data needs:

@data to support the administration and
operations of the health care system

@survey  data to monitor the
implementation of health care reform and
assess its impact on the population, and

l data to support core public health
functions under health care reform.

Under health care reform, it will be
possible to greatly simplify and
streamline administrative operations.
This will be done through the adoption
of national uniform health data sets for
enrollment, claims and encounters.
Indicators of access, utilization,
quality and outcomes will be developed.
And, electronic data networks and
regional clearinghouses will link health
plans, health alliances, States and the
federal government. These links are
needed to share the data necessary to
provide the report card type information
for consumers and purchasers of health
care services. Sharing will obviously
occur with appropriate safeguards for
confidentiality, privacy and security.

Health surveys at the national, state
and plan level will play an important
role in health care reform. Health care
reforms are likely to be phased in over
time. Therefore it will be critical to
develop surveys to monitor the
implementation of health care reform and
to provide feedback to policy makers for
corrections and improvements.

Similarly, it will be important to
assess the impact of health care reform
on the general population and on
providers, as well as on potentially
vulnerable populations, States and the
health system in general. In the long
term, administrative data will provide
some of this information, but national
and state level surveys will be
conducted on a frequent basis to monitor
access, utilization, costs, quality and
outcomes. In addition, to prepare
performance report cards for each health
plan, consumer access and satisfaction
surveys will be needed on a plan by plan
basis.

Examples of some of the performance
measures we are thinking about for
States and health plans include --

l Percent of enrollees able to enroll in
their "first choice" plan.

l Percent of enrolled population
satisfied with their plan care.

@Percent  of enrolled population
satisfied with their primary care
provider

l Percent of enrolled population
satisfied with access to specialist
care.

l Time delays in obtaining primary care
appointments

l Percent of eligible population
receiving covered preventive services --
immunizations, mammography, prenatal
care

l And, rates of adverse events indicating
poor quality of covered services -- for
example inpatient readmission rates;
unplanned return to surgery rates;
morbidity and mortality rates.

The list is illustrative not exhaustive.

While one goal of health care reform is
to provide universal financial access to
health care, a variety of core public
health programs and activities will
continue to be needed. Each will have
associated data requirements. And, in
the new data framework, public health

9



data systems will be strengthened and
more closely integrated with
administrative and survey data systems.

Health care reform will mean significant
changes. Your participation in this
conference signifies a tremendous
commitment to improving and assuring
sound and timely health data systems. I
invite you to assist in developing the
systems that will translate the
framework of health care reform into a
working reality.

A sample of some of the issues we will
have to address are:

l What are the best measures and
indicators of access, appropriateness,
costs, quality and outcomes of care that
could be used to inform consumers in
choosing among plans?

@What should be the content of uniform
minimum health data sets for enrollment,
for claims processing and for
encounters?

And, how will the content of the uniform
data sets --

-support administrative operations?
-support performance monitoring?
-And, support broader public health
objectives and purposes?

@What kind of data on practice and
utilization patterns would be useful for
feedback to providers to support
improvements in the health care they
administer?

l What polices need to be developed to
promote appropriate access to data while
protecting confidentiality of
individuals?

@What data will States need to carry out
specific responsibilities under health
care reform? For example, what data are
needed to develop and monitor state
health expenditure targets, or to carry
out quality assurance responsibilities?

l What kinds of unique identification
numbering system for plans, providers
and persons would be most appropriate
for use in health care reform?

@What are the most appropriate measures
of utilization in managed care plans and
capitation  plans, where individual
claims data and events are less
meaningful?

*What aspects of health care reform are
most important to monitor through
surveys?

-Improvements in insurance coverage in
the population?
-Increased access to regular sources of
care?
-Appropriateness of care?
-Increased utilization of services?
-Public attitudes and perceptions?
-Provider behavior?

@what kinds of key measures and
indicators should be included in a
tracking system to monitor the
implementation and impact of health care
reform?

-At what geographic levels?
-What existing data systems can provide
those indicators at national and state
levels?
-What new systems would be needed?

*In addition to tracking surveys, what
kinds of in-depth surveys will be needed
to help understand the forces behind
trend changes in key indicators?

@How do we best monitor health
expenditures on a continuing basis?

- Are there benefits of more
longitudinal data?
-HOW do we link surveys with
administrative data?

Over the years we have developed a
number of data systems to support public
health programs and activities such as

-block grant application and reporting
requirements
-categorical program reporting
requirements
-disease and risk factor surveillance
systems
-vital statistics systems and disease
and treatment registries, and
-general purpose health surveys.

These data systems have served us well
for many decades, and they provide much
of the data and indicators to measure
progress in the Healthy People 2000
framework.

l When everyone has insurance coverage
providing a basic set of benefits,
including clinical preventive services
like immunizations, what will the core
functions of public health be?

l what data will be needed to support
those core public health functions?

l what will be the role of our current
public health data systems in the
framework of health care reform?
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These are just some examples of the
challenges we face in health statistics.
As we meet the data needs of health care
reform, Healthy People 2000 provides us
valuable lessons and concepts. Concepts
and lessons such as -- setting national
health objectives, defining indicators
to measure baselines and progress in
meeting those objectives, periodic
progress reviews, the consensus process
employed in developing Healthy People
2000 priority areas and indicators --
these concept and lessons all will be
valuable in planning health statistics
to support health care reform.

In addition, Healthy People 2000
provides us a solid foundation for
identifying public health objectives in
the framework of health care reform.
For example, many of the objectives and
indicators outlined in Healthy People
2000 might be suitable as performance
measures for health plans and alliances,
especially in the area of preventive
services.

As you meet over the next three days, I
hope you address some of the issues I've
raised for health statistics in health
care reform.

I see the next seven years -- I'Toward
the Year 2000tV as the most exciting,
thought provoking and rebuilding time of
our generation. I look forward to
working with as many of you as possible
to chart the course of our Nation's
health data systems.



VALUING LIVES, VALUING HEALTH
Donald L. Patrick, University of Washington

Goals and objectives for improving the
nation's health include (1) increasing the span of
healthy life for Americans to at least 65 years
from an estimated baseline in 1980 of 62 years;
(2) reduce health disparities among Americans by
increasing years of health life among African
Americans to at least 60, among Hispanics to at
least 65, and among people aged 65 and older to at
least I4 years of health life remaining; and (3)
achieve access to preventive services for all
Americans to increase years of healthy life to at
least 65 (Department of Health and Human Services,
1990). All three objectives address years of
healthy life; in fact, increasing years of healthy
life cuts across the 300 goals and 700 targets of
the Year 2000 objectives.

This paper discusses the rationale behind
measuring increases in the span of healthy life
using measures of life expectancy and estimates of
the health during remaining years of life. The
paper addresses the following questions: what are
years of healthy life as contained in the Year
2000 Objectives? How do we calculate years of
healthy life for the U.S. population? What are
the problems and promises in assessing the year
2000 objectives using the indicator of years of
healthy life?

Rationale for Years of Healthv Life. By
adopting years of healthy life as a measure of
healthy life span, the drafters of Healthy People
2000 recognize the importance of the tradeoffs
between quality of life and quantity of life. One
reason for measuring the span of healthy life
relates to observed changes in the human survival
curve. Between 1900 and 1980 a larger number of
persons in our population are remaining alive to
the end of life, leading to a "rectangularization"
of the survival curve. Experts expect a larger
percentage of persons to remain alive to age 75
and 85, after which there will incur a rapid rate
of mortality. Increasing the span of life,
however, does not necessarily mean increasing the
span of healthy  life. As Lois Verbrugge (1984)
has asked: "Longer Life? Worsening Health?".
Using life expectancy adjusted for disability,
Manton and colleagues (1993) suggest, using data
from a recent cohort of older adults, that as
persons live longer they are experiencing less
disability. This important question must be
addressed in monitoring the Year 2000
Objectives.

Why is our life expectancy and perhaps our
healthy life expectancy changing? First there has
been a dramatic decrease since 1960 in infant
mortality rates per thousand live births from 26

to 9.1 in 1990 (National Center for Health
Statistics 1991). A larger number of infants are
surviving their birth experience. At the same
time then, we see an increase in life expectancy
from 69.7 in 1960 to 75.4 in 1990. The question
is: with decreasing infant mortality rates and
increasing life expectancy; what is the experience
or the health experience of that cohort? Trends
in the prevalence of any activity limitation by
age group would indicate small but important
increases in activity limitation between 1970 and
1980 in the population age 65 or less (Pope and
Tarlov 1991).

Years of healthy life will be used to
evaluate the effects of primary preventive
behavior. As we change our habits to exercise
regularly or to reduce the amount of fat in our
diet, the nation hopes that these behavioral
changes as well as preventive services will keep
us healthy to a very long, old, ripe age. Years
of healthy life are particularly important in
health promotion and disease prevention because
they are sensitive to both short-term and long-
term tradeoffs in well-being that are likely to
occur as a result of prevention initiatives.
Figure 1 illustrates these tradeoffs for a
prototypical individual. The dashed line
illustrates the impact of health promotion and
disease prevention activities on years of healthy
life for this individual. The sizes and locations
of the areas shown are hypothetical. Within a
given population individuals will have alternative
patterns. The areas as drawn, however, suggest
the relationship between health promotion and
disease prevention activities and years of healthy
life.

In the year 2000 objectives, the years of
healthy life equalled  62 years of a 73.7 life
expectancy, with Il.7 years of dysfunctional life.
How do we monitor our progress to the year 2000?
Of crucial importance is to recognize that the
gains in life expectancy are not shared equally by
all Americans. Average life expectancy and infant
mortality rates, in fact, vary considerably for
different population groups. Recent data indicate
a widening gap in the death rate between blacks
and whites, in that deaths per thousand in 1986
among persons 25-64 years old was higher in almost
every instance for blacks than for whites.
Regardless of race or regardless of income,
persons that have higher educations and persons
that have higher incomes, experience a lower death
rate (Pappas et al. 1993). Therefore we must pay
close attention to class, race, and death in
looking at our years of healthy life indicators.

Figure 1. Years of Healthy Life With and Without Preventive/ Promotion
Behavior for a Prototype Individual

1.c

Legend:
Time Death

A - Primary  Prevention may avoid the onset of illness but may result in lowered
health-related quality of life because of the inconvenience of changing behavior
or engaging in a preventive action.

B - Secondary prevention may reduce the incidence of secondary conditions
C - Tertiary prevention may reduce disability and disadvantage.
source: Patrick and Erickson. 1993
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Multiple terms exist for characterizing span
of healthy life, and all are important to
understanding the dynamics of health during the
life course (Robine et al. 1993). First is the
concept of life expectancy, which is an estimate
of the number of years a population can expect to
live. Secondly, if one takes life expectancy and
adjusts for health, one can obtain an estimate of
the number of years a population can expect to
live in a specific health state usually defined as
disability free-life years or health expectancy.
Concepts of active life expectancy, total life
expectancy minus disability years, will produce an
estimate of a disability-free life expectancy.
Finally, if one wants to go beyond measuring the
amount of time spent in a disabled state, there is
quality adjusted life expectancy, which is the
estimate of the number of years a population can
expect to live in a set of discrete health states
that are weighted for l'qualityfi'. Examples of
quality-adjusted life expectancy include quality
adjusted life years; well years; weighted life
expectancy; and finally years of healthy life.

A year of healthy life is a calculation that
discounts how long one lives, that is life
expectancy, by how well one lives as a measure of
quality of life. For example, persons living ten
years in perfect health are calculated as having
ten years of healthy life while persons in less
than perfect health, let's say .4 who live twenty
years, would have eight years of healthy life.
Years of healthy life therefore combine estimates
of life expectancy and health related quality of
life.

Years of healthy life indicate the number of
years a population can expect to live with and
without quality adjusted function or dysfunction.
Estimates of years of healthy life can be
calculated using a standard life table adjusted by
the level of the health related quality of life of
the population. These estimates are used in two
ways in the Year 2000 Objectives. Each objective
has some intervention in mind. We can calculate
the amount of time an individual or cohort spend
in a disability-free state or disabled state. If
we compare that with a program that may be a
preventive service as compared to without the
program, we will get years of healthy life gained.

To interpret years of healthy life, we
observe the proportion of time, on average, a
population spends in an optimal state of health
over a given time interval. For example, two
years spent in a health state valued at .50 would
be equal to one year spent in optimal or perfect
health valued at 1.0. For a cohort over its
lifetime the expected duration of the life
remaining is adjusted by the average number of
years estimated to be spent in an optimal health
state and in states less than optimal. Assume
that there are 100 persons with a life expectancy
of 100. They might be expected to live for 75
years in a state of optimal health. But in the
last 25 years, they are in states with an average
weight of 0.80 yielding an average of 95 years of
healthy life (100 X 75tl.O) + 25 (O.SO)/lOO).

Calculation of Years of Healthy Life for the
Nation-. To calculate years of healthy life, the
analysis needs a relevant life table and estimates
of the quality of life for the same age groups as
contained in life table and for the same socio-
economic target population. Although life
expectancy is not a problem to estimate,
estimating the optimal level of health and less
than optimal level to adjust life expectancy is
less straightforward. The values or weights to
assign to less than optimal health are needed to
calculate years of healthy life.

Some persons think of quality of life as the
serenity of a pastoral setting. Others think of
it as the value that is derived from a close
family life. Yet when we fall ill, quality of
life begins to be focused around that illness and
our attempts to be able to modify what happens to
our life and the quality of our life as a result

of that illness. We try various forms of
treatment. We try a number of different types of
changes in our setting, in our health care and in
our behavior. Quality of life is also influenced
by the reaction of society to that illness.

Some agreement exists on a definition of
health-related quality of life, that is, the value
that is assigned to how long we live as modified
by the symptoms, functional status, perceptions
and opportunity that are influenced by disease,
injury treatment or policy (Patrick and Erickson,
1993). This definition covers five broad concepts
that fall along a continuum of health-related
quality of life anchored at the top by an optimal
level assigned arbitrarily the value of 1.0 and at
the bottom by a minimal level assigned arbitrarily
the value of 0.0. Often the two ends of the
continuum are labeled with the optimal level
defined as "perfect health" and the minimal level
defined as lldeathV1. Perfect health is an abstract
notion meaning "health as good as it can be
imagined". Although death may be considered the
minimal level of health for many people, states of
health such as coma, constant pain, or severe
cognitive dysfunction may be considered worse than
death, or some negative value below 0.0

The specific domains of survival impairment,
functional state, perceptions, and opportunities
fall along this broad continuum. A complete
representation of health-related quality of life
involves (1) specification of the relevant states
and/or domains; (2) values or preferences assigned
to these states: and (3) duration or probability
of survival in different states.

Once we have defined quality of life, an
important question arises of how to compare the
years of healthy life to be anticipated by
newborns and young people as compared to older
adults or persons with disabilities. How do we
calculate years of healthy life for a person that
is experiencing disability throughout his or her
total lifetime. Does disability necessarily imply
lower quality of life? These two important
ethical issues must be considered in constructing
measures of years of healthy life.

The challenge for the National Center for
Health Statistics is to develop a method of
measuring years of healthy life that (1) takes
into account younger and older persons and permits
comparisons among different age groups; (2) takes
into account persons with and without disability,
and does not necessarily "downgrade" the quality
of life of persons with dysfunction; (3) is
applicable to the entire United States population
also defined by socioeconomic status, race, and
ethnic origin; and (4) can be traced over time to
the Year 2000 in order to monitor progress in
achieving in objectives.

Looking at available national data sets,
there were several possible candidates for
inclusion in this measure. First and foremost are
role and activity limitations that have been
measured as part of the National Health Interview
Survey for many years. Many health definitions
focus on the capacity for or performance of usual
social roles such as holding a job, going to
school, parenting, managing a house, taking care
of oneself, and maintaining relationships with
friends. These concepts are contained in many
health status and health related quality of life
measures. The National Health Interview Survey
routinely includes questions concerning
limitations in activities caused by chronic
conditions. Two types of activity are covered:
major and other. The term major activity refers
to a person's participation in daily activities in
the workplace, in the household, or at school.
Social role identification and major activity are
classified according to age groups that correspond
to the natural status transitions from infancy to
old age. The term other activities also relates
to age and refers to all activities not classified
as major that a person in a particular age group
might do on any given day. These might be
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Table 1. Distribution of Perceived Health Status by Role

a.0 Limitmd in IADL I 5.0
I

10.0 25.0
I
30.0 1 30.0 1

1.1 Limitad in ADL 8.3 8.3 16.7 15.0 41.7

mta derived from Erickson et. al. (torthComiW)

participating in clubs, athletics, extracurricular
activities, and so forth.

In addition to these limitations in major
and other activities, the National Health
Interview Survey also contains questions
concerning ability to carry out activities of
daily living or the capacity to perform daily
routines and tasks. These are activity
limitations and activity restrictions. Activity
limitations are long-term reductions in a person's
capacity to perform the average activities
associated with his or her age group and activity
restrictions refer to selected behaviors
associated with reduced activity because of long-
or short-term conditions.

In developing the NCHS measure of years of
healthy life, six different levels of role\
activity limitations are used (Erickson et al.
forthcoming):
other activitie;')

not limited; (2) limited in. . (3) limited in major activity;
(4) unable to perform major activity; (5) unable
to perform instrumental activities of daily
living, i.e., everyday household chores, and (6)
unable to perform activities of daily living,
i.e., bathing, dressing, eating, etc.

If we take these levels and automatically
assign a score of 1.0 to "not limited" and 0 to
"death" or if we arbitrarily assign role/activity
restrictions a low, we would be assuming that the
health-related quality of life of persons with
restrictions and activity limitations was lower
than that for persons without restrictions, a
common assumption in many measures of health
status and quality of life. Disability and
dysfunction do not necessarily mean a lower
"aualitv of life" to the persons with those
restrictions. Persons with
disabilities may be limited in
activity, but enjoy a high
quality of life. Disability and
disadvantage are not only
experienced by the individual
but also are societal problems
that are influenced by
environment and available
services. Even if a person iS
unable to bathe, eat, dress and
take care of themselves, with
the right personal assistance
the person with disability can
work, can enjoy a high quality
of life. Equating disability
with lower quality of life can
therefore be discriminatory.
Hence some means is needed to
permit quality of life not to be
defined by disability alone.

Table 2. Sample Values for the Interim Measure (Years of
Healthy Life) Perceived Health Status

Lia1t.d in ADL 0.47 0.41 0.36 0.31 0.10

Daad 0.0

Maptod from Brickmon  et. al. (torchcomlng)

Last summer at a meeting
at the National Center for
Health Statistics, George
Torrance and I hit upon the idea
that perceived health status,

categories of
5 X 6 matrix.

that is responses to the
question "HOW would you in
general rate your health:
excellent, very good, good,
fair, poor", could be used as a
means by which to quality-adjust
disability or the role\activity
limitations. We know that
almost 90% of the population
consider themselves to be in
good to excellent health. We
also know that distribution of
perceived health varies by
populations, i.e. for black
persons, a higher percentage,
around 14%, consider themselves
in fair or poor health as
compared to around 9% of white
persons.

Crossing perceived health
status (excellent, very good,
good, fair, poor) with the six

activity/role restriction yields a
In this matrix, we find that there

are persons who are not limited who consider their
health to be fair or poor and persons that are
totally limited in activities of daily living that
consider themselves to be in excellent, or very
good health. As shown in Table 1, about 86.2% are
not limited and 1.2% are limited in ADL
(activities of daily living).

Of the persons who report not being limited
at all in role\activity limitations, 44.2%
consider their health to be t'excellent". For
those limited in ADL, about 8.3% consider their
health as "excellent", and another 8.3% consider
their health as "very good". A small percentage
of persons who report that they are in "fair" or
t'poor"  health also report not being limited in any
role or activity limitations.

If we conceive of values that range from 1.0
for an optimal state to 0.0 for being dead, the
challenge for calculating years of healthy life is
coming up with values or weights that are
reflected in the six levels of limitation and the
five levels of self-perceived health status. The
National Center of Health Statistics has used
multi-attribute scaling and correspondence
analysis to assign values that range between 1.0
and 0 to the different combinations or health
states defined by perceived health status and
activity limitations (Erickson et al.
forthcoming). As shown in Table 2, we observe
that a value of .5 or .47 is assigned to a person
who is limited in activities of daily living but
consider their health as excellent. The same
value is assigned to a person who is not limited
but considers their health to be "poor".
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Table 3.. Calculation of Years  of Healthy Life for the Total U.S.
PomlatGn.  1990

90-9 47.169 197,957 .63 114,650 113.347 b.7 10.9
5

95* 31,992 193.523 .51 99,697 99,697 3.1 9.3

.daatad from Erloknan &al. hwthcnmina\A--,.--  ..-... -.._..-_.. __. _.. ,.______  .._... _,

Using these quality weights against the
distribution by age bands in the population, one
can postulate the years of healthy life remaining
using the standard life table and the quality
adjustments defined by the value matrix as shown
in Table 3. It is important to note in Table 3
that at 85 plus we still have 6.3 yeara of life
remaining but 3.1 years of healthy life remaining.

In 1990 life expectancy at birth was 75.4
years and the corresponding years of healthy life
were 64.0, with 11.4 years spent in less than
optimal states of health-related quality of life.
To meet the target of the Year 2000 of 65 years
means a relatively small increase for the total
population, assuming the same mortality rates and
health experience in 1990. However, for black
persons, there is a difference in life expectancy
of 69 years as compared to 76 for white persons.
If we look at years of healthy life, there is a
difference between 65 years of healthy life for
white persons and 56 years of healthy life
remaining for black persons. How will we increase
the years of healthy life for black persons in the
United States? To achieve parity, we will have to
increase both life expectancy and the health-
related quality of life of our disadvantaged
populations.

Adjusting life expectancy for disability and
quality shows a pattern as illustrated in Table 4
using data from Wilkins and Adams (1983) on health
expectancy in Canada in the late 1970s. As shown
in Table 4, Canadians living in urban areas had a
higher life expectancy than those living in rural
areas, 75.3 for communities l,OOO,OOO or more
versus 72.5 for communities less than 1,000

If You adjust for
disability, or active life
expectancy, you can see in Table
4 that these estimates of life
expectancy are lowered
considerably. In rural areas of
1,000 persons or less, there are
only 60 years of life remaining
that are disability free and
64.0 for the areas of l,OOO,OOO
and over. Observe in Table 4
what happens when you quality-
adjust life expectancy.
Quality-adjusting brings the
estimates of life expectancy to
the mid-range between the 60
years of disability free life
expectancy and the total life
expectancy of 72.5 years.
Quality-adjustedlife expectancy
for persons living in areas less
than 1,000 persons are 67.4 and
for persons in areas l,OOO,OOO
and over there are 70.6.

Assuming that disability is equated with lower
quality of life lowers the estimate and guality-
adjusting life expectancy raises that estimate.
This is also important in terms of income level in
that the highest income level has a longer life
expectancy, a longer disability free life
expectancy and a longer quality adjustment. At
the same time, the same pattern holds when you
start adjusting for socio-economic status.

Conclusion. Our future use of years of
healthy life will involve developing and expanding
measures that include role/activity limitations
and perceived health status. These questions are
contained in the CDC-sponsored Behavioral Risk
Factor Survey supplement that is being used by a
number of
estimate

statesofpermittinq  ;le,qe states to
years healthy for their

population. These state estimates can be compared
with national estimates. Both state and national
comparisons will be possible cross-sectionally
and over time. Years of healthy life will also
permit comparisons among different socio-economic
and demographic groups. They are also important
in the evaluation of prevention effectiveness.

Problems remain in the use of years of
healthy life for monitoring the health of the
nation and the health of subpopulations. We need
definitions of quality that are more sensitive to
well populations. At present, 63% of the
population are in "excellent, very good, or good"
perceived health status without any role or
activity limitations. Definitions of health and
quality of life need to be included that address
the health status of these well persons over time.
These refinements are likely to be in the area of

Table 4. Distribution of Health Expectancy by Community Size,

community  siz*

mental health and in physical
resilience or capacity.
Agreeing on definitions of what
constitutes "good" mental
health, however, will not be
straightforward. Personal
mental health also does not have
the same social implications as
role or activity limitations.

Quality adjustment, that
is the value that is placed on
life or health, requires
refinement of both the
methodologies used to estimate
these values and in the
populations to which these
methodologies are applied. In
Canada, health-adjusted life
expectancy has been calculated
for the population of Ontario,
Canada's largest province using
a Comprehensive Health Status
Measurement System developed by
M&laster University (Berthelot
et al., 1993). Using a multi-

persons.

~OUIC.Z  Wilkins and Mama, 1993
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attribute utility function to produce an overall
health status index score for each individual, the
Health-Adjusted Life Expectancy at age 15 in
Ontario is estimated to be 53.6 years for men, 5.7
years less than their life expectancy, and 57.9
years for women, 7.6 years less than their life
expectancy. This study illustrates how values can
be incorporated into estimates of years of healthy
life on large populations.

Information on the values assigned to
different health states are needed from the U.S.
population in general. We must also examine the
question of the conflict between social values for
disability-free life and individual values of
persons with disabilities. There will always be
conflict between how an individual values their
quality of life as compared to the way in which
society values that quality of life. This
conflict may not be solved by no matter what kind
of analysis or refinement we make upon measure.

We also need life tables that can be applied
to special populations, particularly minority
groups ’ the population,
developmesa disabilities,

children with
and persons with

mental disabilities. The life expectancy of these
populations must be estimated before we can
quality-adjust and estimate years of healthy life.

Years of healthy life are not easily
observed in empirical studies. One of the major
problems is the idea that these measures are
obtained by statistical modeling and thus are
easily influenced by methods of calculation. The
resulting measures must also be interpreted. No
matter how good a measure we have, we are also
challenged with interpreting trends in years Of
healthy life.

Regardless of these problems, the advances
made in adjusting life expectancy for disability
and quality of life play an important role in
evaluating population health levels. The
Department of Health and Human Services continues
to endorse the notion of raising population health
levels through the promotion of health and the
prevention of disease. In keeping with the
Healthy People 2000 objectives, years of healthy
life are the appropriate measure for tracking the
overall impact of the nation's efforts to
implement more intensive and extensive community-
based health promotion and disease prevention.
Advances in treatment and increases in the use Of
clinical preventive services will influence this
measure. As we achieve risk reduction and
services and protection objectives, we should
observe an increase in the years of healthy life.
As we focus on the reduction of health
disparities, gaps in years of healthy life between
population groups should narrow. The metric for
evaluation must be matched by national, state, and
local efforts to implement Year 2000 programs and
activities to achieve the goals of longer life
with improved health.
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YEARS OF HRALTHY LIFE: A MEASURE OF HEALTHY LIFE SPAN
FOR HEALTHY PEOPLE 2000

Pennifer Erickson, National Center for Health Statistics

Ronald W. Wilson, J. Fred Seitz and Ildy Shannon

In formulating health promotion and
disease prevention strategies for the
next decade, policy makers have captured
Americans' desires for long and healthy
lives in the overall goals set forth in
Healthy Peoole 2000. The first goal
calls for increasing the healthy life
span as part of a national strategy for
improving the health of the Nation.
Specific objectives for educational and
community-based programs, diabetes and
chronic disabling conditions, and
clinical preventive services are
designed to increase years of healthy
life by three years by 2000 (Department
of Health and Human Services (DHHS)
1991). The goal of increasing the
healthy life span and the specific
targets for reaching 65 years of healthy
life by 2000 focus attention on the
importance of quantifying both length of
survival and health-related quality of
life for understanding the health of the
Nation and its sub-populations.

As this suggests, improvements in
the healthy life span for the Nation
come from two sources. One source is
through the implementation of health
promotion and disease prevention
programs that save lives that might
otherwise be lost prematurely or
needlessly. One way of measuring the
benefit of these programs in extending
life is through the use of the concept
of life expectancy which is measured in
a life table. The other source is
through the reduction of unnecessary
suffering, illness, and disability.
Tracking progress toward increasing the
healthy life span requires a measure
that combines quantity of life, or
survival, with quality of life, or the
population's health experience.

The National Center for Health
Statistics (NCHS)  is responsible for
monitoring the progress toward reaching
this goal starting in 1990. TO meet
this responsibility, it has been
necessary to develop a measure using
information that was available in 1990
and would be collected annually until
2000. The specific measure for tracking
progress in increasing the healthy life
span in response to Healthv PeoDle 2OOQ
is a measure called "years of healthy
life." This paper explains data sources
and methods for calculating years of
healthy life and presents estimates for
selected years beginning in 1984 through
1990.

Years of Healthy Life

Years of healthy life, also
referred to as "quality-adjusted life
years,@' l'well life years," or "health-
adjusted life years," represents the
duration of life as modified by
decrements in health and well-being.
Years of healthy life uses a life
expectancy model in which standard life
table data are adjusted by the level of
health-related quality of life of a
population. Measures of health-related
quality of life represent many different
concepts and domains of life quality,
including symptoms and subjective
complaints, mental, physical, and social
functioning, general health perceptions,
and social opportunity (Patrick and
Erickson 1993).

Combining measures of different
domains of health-related quality of
life into a single score that can be
combined with mortality requires the
adoption of a conceptual model that
considers health as a continuum that
ranges from perfect health to death. In
between these two endpoints lie a number
of discrete and mutually exclusive
health states that are defined in terms
of one or more concepts and domains of
health-related quality of life. To
convert this conceptual model into an
operational definition, death is
assigned a value of 0.0 and optimal
health is assigned a value of 1.0.
Health states falling between these two
endpoints are assigned numbers that
represent the values that either society
as a whole or single individuals place
on being in each health state. When
years of healthy life are to be used for
national policy, as in Healthy People
m, the values placed on each health
state should represent society's values
for health and well-being. Various
methods from economic and psychometric
theory have been used to determine
values for different health states
(Patrick and Erickson 1993; Torrance
1986).

'These values can be interpreted as
representing the proportion of time, on
average, that an individual spends in
optimal functioning over a given time
interval. For example, if the person
experiences a health state for one year
that has a value of .75, we say that the
person spent 75 percent of the year in
full function; the remaining 25 percent
of the year was spent in various states
of dysfunction due to either chronic or
acute conditions or both. FOr groups of



individuals, averaging the values
assigned to health states experienced by
persons in the group gives the mean
health-related quality of life for that
population for the year.

Years of healthy life for a
population over its lifetime can be
estimated by adjusting the expected
duration of remaining life, i.e., life
expectancy, by the average health-
,related quality of life observed in the
population. This gives the average
number of years that the population is
expected to spend in a state of optimal
function and the average number of years
spent in states of less than optimal
health.

Measuring Years of Healthy Life for
Healthv People 2000

Of the many measures of health-
related quality of life that are
available, three measures, the EuroQOL,
the Health Utility Index (HUI), and the
Quality of Well-Being (QWB) scale, are
based on the conceptual model described
above. In addition, each of these
measures can be used to calculate years
of healthy life and is suitable for
monitoring the health of the general
population. The EuroQOL defines health
in terms of mobility, self-care, main
activity, pain, mood and social
relationships (EuroQOL Group 1990). The
HUI defines health in terms of physical,
role, and social and emotional function
as well as health problems (Torrance
1982). The QWB defines health in terms
of mobility, physical activity, social
activity and symptoms and problems (Bush
1984; Kaplan 1988).

None of the existing methods for
calculating years of healthy life,
however, has been adopted for use in
national surveys, such as the National
Health Interview Survey, on a regular
basis. Although_analogues  of these
measures can be created using national
data (Erickson et al. 1988, 1989, 19931,
such retrospective analyses usually
require information on a wide range of
concepts and domains, data that are not
available annually. As a result, it has
been necessary to develop a interim
measure of health-related quality of
life using data that were collected in
1990, would be available for each year
until 2000, and could be combined with
information available in national life
tables.

The need for annual measurement
points to the use of the National Health
Interview Survey (NHIS) as the major
source of health-related quality of life
data. Two types of information from the
National Health Interview Survey, namely
role limitation and perceived health,
are used to form an operational
definition of health-related quality of

life. Information about perceived health
status is asked for all respondents
using the following question: "Would you
say your health in general is excellent,
very good, good, fair, or poor?"

Role limitation captures a person's
limitation in usual social role that is
usually associated with his or her
particular age group, e.g., working,
keeping house, or going to school (Adams
and Benson 1992). For the interim
measure of health-related quality of
life, each person is classified into one
of six categories based on his or her
age and ability to perform his or her
major activity: not limited; not limited
in major activity but limited in other
activities; limited in major activity;
unable to perform major activity; unable
to perform instrumental activities of
daily living without the help of other
persons; and unable to perform
activities of daily living without the
help of other persons.

The operational definition of
health-related quality of life based on
the five categories of perceived health
and the six categories of role
limitation has 30 possible health states
ranging from the optimal level of not
limited in role performance and in
excellent health to the lowest health
state which is defined as needing help
to perform self-care activities of daily
living and being in poor health. These
health states are shown in Table 1 along
with the percent of persons in each
health state based on the National
Health Interview Survey. In 1990, over
202 million persons, almost 83 percent
of the non-institutionalized population,
had no role limitation and were
perceived to be in excellent, very good
or good health. Approximately 1 percent
of the population was in the lowest
three health states, that is, unable to
perform their major activity and in
good, fair or poor health status.

According to the 1990 census,
approximately 3.3 million Americans were
living in institutions, including
correctional facilities, nursing homes,
long-term stay hospitals and homes for
children, or were serving in the
military. Since health status data
were unavailable for persons living in
institutions, these persons were
assigned to health states based on
existing information and assumptions
about their role limitations and
perceived health. Using the work of
Colsher and colleagues (19921, persons
in correctional facilities were
considered to be limited in major
activity and in very good health.
Nursing home populations were assumed to
be limited in activities of daily living
and in fair health. Persons in long-
term stay hospitals, a category that
includes treatment for drug and alcohol
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abuse, care for chronically ill,
mentally ill, mentally retarded, and
handicapped persons, were considered to
be limited in instrumental activities of
daily living and in good health.
Children in long-term care facilities
were considered to be limited in other
activities, but not in their major role,
and in good health. The military
population of 1.7 million persons in
1990 comprises a basically healthy, that
is, in very good or excellent health and
with no limitations in usual social
role, group of young individuals; their
health status is assumed to be
represented by the civilian
noninstitutionalized population.

Values were assigned to each of the
30 cells in the matrix defined by
perceived health and role limitation
using multiattribute utility scaling
(Keeney  and Raiffa 1976); a detailed
discussion of the procedures for
defining the values in the matrix is
given in a Statistical Note (Erickson et
al. 1993). Values range from 1.00 for
persons who have no role limitation and
are in excellent health to 0.10 for
persons who are limited in activities of
daily living and are in poor health,
Table 2. According to these values, if
a person lives one year in excellent
health and has no limitation in role,
then he or she has one year of healthy
life. Other health states result in
less than a full year of healthy life.
For example, a health state that is
defined as being limited in major
activity and in good health represents a
person having 67 percent of one year of
healthy life.

Although no other set of health
states exists that assigns values to
both role limitation and perceived
health, selected research studies allow
some comparison for validation. Role
limitation is comparable to Role
Function of the Health Utility Index
(HUI) developed by Torrance (1982). The
HUI defines performance of usual social
role in terms of being able to eat,
dress, bathe, and go to the toilet with
or without health and the presence or
absence of limitations in playing, going
to school or working. These functions
are similar to those used in the
National Health Interview Survey
limitation of activity questions.
Scores for the three lowest HUI Role
Function levels when resealed  from 0 to
1 and those derived for the role
limitation dimension are similar.

With regard to perceived health
status, Stewart and colleagues (1988)
have shown that the five categories
result in a non-linear scale with
excellent, very good, and good health
being closer in scores than are fair and
poor health. This result supports
findings from the National Health

Interview Survey (NHIS) that also
indicated that the levels within the
perceived health status scale are non-
linear.

Validity of the NHIS health-related
quality-of-life scores has also been
assessed by examining their relationship
with other health variables. For
example, health-related quality of life
was hypothesized to decrease with age
and with increasing number of days spent
in bed. For persons with 7 or fewer 12-
month bed days, scores ranged from 93.0
for persons less than 18 years of age to
77.9 for persons 65 years and older,
Figure 1. For persons who spent more
than one month in bed during 1990, the
scores ranged from 71.3 for the youngest
age group to 35.9 for the oldest age
group. Mean scores were also higher for
men than for women, a finding that is
also consistent with other studies of
health status.

Years of Healthy Life

Following the method for adjusting
life expectancy using national health
status data that was first implemented
by Sullivan (19711, years of healthy
life for 1990 have been calculated using
an abridged life table and age-specific
estimates of health-related quality of
life of the U.S. population (Erickson et
al. 1993). For the total population,
life expectancy at birth in 1990 was
75.4 years. The corresponding years of
healthy life was 63.9, Figure 2,
indicating that approximately 85 percent
of the life span of the U.S. population
will be spent in a state of optimal
function, assuming the same mortality
and health situations as experienced in
1990. This dysfunction represents the
sum of impacts of chronic and acute
conditions that occur throughout the
population's lifetime as measured by
role limitation and perceived health.
For persons 65 years and over, the
average number of life years remaining
was 20.8; the corresponding years of
healthy life was 11.9. That is, of the
20.8 expected life years remaining, 8.9
years, or approximately sixty percent of
the life years remaining, are expected
to be lived in the optimal health state.

Years of healthy life have also
been calculated for Black, White and
Hispanic persons. In 1990 Black persons
had a life expectancy at birth of 69.1
years with 56.0 of those being years of
healthy life. The disparity between
life expectancy and years of healthy
life for Black persons, 13.1 years,
indicates that approximately 80 percent
of the average life span for Black
persons will be spent in the optimal
health state, namely no role limitation
and in excellent perceived health.
Hispanic persons had a life expectancy
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at birth of 79.1 years with 64.7 of
those being years of healthy life,
indicating that Hispanic persons spend
approximately the same'proportion of
their life span in optimal function as
do Black persons. In contrast, White
persons have a life expectancy of 76.1
and 65.0 years of healthy life which
indicates that slightly more than 85
percent of the life span of White
persons is spent in the optimal state of
excellent health and no role limitation.

The higher than expected life
expectancy at birth for the Hispanic
population is attributed to problems
with reporting deaths for this
population. There are two major
problems with calculating years of
healthy life for Hispanics. One problem
is that not all state data are included;
the notable omission is New York state
which is the residence of a high
proportion of all Hispanics in the
United States. Another major problem is
the that the lower mortality experience,
reflected by the higher life expectancy,
may be the result of misclassification
of ethnicty on the death certificate
(Sorlie et al. 1992). One source of
misclassification may arise if the
responsible official does not ask about
race and ethnicity but rather completes
the death certificate based on
subjective judgment.

Trends in Years of Healthy Life

Trends in years of healthy life can
be estimated for the U.S. population
using data from the National Health
Interview Survey from 1984 to the
present since the questions used for
obtaining information on role limitation
and perceived health status for these
years are identical. Comparable data
for the institutionalized population are
not available for intercensal years,
however. Thus, analysis of trends is
based on the non-institutionalized
population only. Also, trends in years
of healthy life can not be assessed for
Hispanic &ZSOnS since official life _~
tables are unavailable for this
population prior to 1990. For the
total, non-institutionalized population,
years of healthy life rose from 63.4
years in 1984 to 64.5 years in 1990,
Table 3. Comparison of the data for the
total population shown in Figure 2 and
in Table 3 indicates that the inclusion
of the institutionalized population
results in a decrease of years of
healthy life in 1990 of approximately
one-half year.

For the White population,
approximately 85 percent of the life
span over the 1984 to 1990 interval was
spent in a fully functional health
state. Between 1984 and 1987, years of
healthy life rose from 64.3 in 1984 to

65.0 in 1987. The increase of 0.7 in
years of healthy life from 1984 to 1987
was due to a 0.3 years increase in life
expectancy and a 0.4 years increase in
quality of life resulting in a rise in
healthy life years from 64.3 to 65.0.
From 1987 to 1990, the 0.5 increase in
years of healthy life is due to an
increase in life expectancy with no
apparent improvement in health-related
quality of life.

For the Black population,
approximately 80 percent of the life
span was spent in a fully functional
health state. Between 1984 and 1987,
life expectancy for this population
decreased by 0.4 years. This was offset
by an increase in health-related quality
of life so that the overall years of
healthy life for the two years remained
the same, 55.7 years. Life expectancy
in 1990 was the same as in 1987. The
increase in health-related quality of
life, however, resulted in an increase
of years of healthy life of 0.7.

Trends by gender were similar to
those observed for the above two racial
groups. The level of both life years
and years of healthy life was lower for
males than females between 1984 and
1990. Males, however, spent a slightly
higher proportion of their lives in a
fully functional health state than did
females, 86 percent compared to 84
percent.

Although the change in years of
healthy life from 1984 to 1990 seems
small, even a change of 1.1 years of
healthy life for the total population is
meaningful. Very few of the disease
prevention and health promotion
activities or even the medical care
interventions have major impact on the
total population even though specific
treatments may have very large impacts
on small numbers of patients. For
example, a new treatment, such as
coronary artery bypass graft surgery,
that prolongs life for persons with
coronary artery disease, may have a
large effect on the number of life years
gained for those persons with this
disease. When this group is included as
part of the total population, the
magnitude of the change is lost.

Summary

This analysis indicates that the
measure of years of healthy life that
has been developed for monitoring
progress for Healthy People 2000 is
sensitive to change in both quantity and
quality of life over time. The increase
of approximately one year for the total
population over the interval from 1984
to 1990 suggests that the target of 65
years will be met by the year 2000 if no
major changes occur in the structure of
the health care delivery system or in
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the methods for obtaining data on
perceived health and role limitation.

The redesign of the National Health
Interview Survey, which is scheduled to
be implemented in 1996, may have
significant impact on the levels of
health-related quality of life as
measured by the same items during the
second half of the decade. The survey
design factors that may impact the level
are: all self report, rather than self
and proxy report combined; item
placement in the questionnaire; and
changes in item wording or skip
patterns.

Changes in data collection
procedures are one reason that the
current measure of years of healthy life
is considered to be an interim measure.
Another reason is that additional
concepts may be included in the measure
in order to make it more sensitive to
changes in population health, especially
among persons with no role limitation
who are in excellent, very good or good
health. The National Center for Health
Statistics has an active research agenda
that is designed to examine the impact
of these changes as well as test the
impact of the various assumptions used
in developing this measure of years of
healthy life. Better understanding of
this interim measure of years of healthy
life will indicate how responsive the
health care system is to giving
Americans the longer and healthier lives
they desire.
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Table 1
Percent of Persons in Health States Based on
Role Limitation and Perceived Health Status,

National Health Interview Survey, 1990

I Perceived Health Status

Role Limitation

Not Limited

Limited-Other

Limited-Maior

Unable-Maior

Excellent Very Good Good

38.1 26.3 18.2

0.6 1.1 1.8

0.5 0.7 1.3

Fair Poor

3.3 0.3

1.3 0.4

0.7 0.2

I 0.1 I 0.2 I 0.5 I 0.6 I 0.5

Limited in IADL 0.1 0.2 0.5 0.6 0.6

Limited in ADL <O.l 0.1 0.2 0.3 0.5

Table 2
Values for the Measure of Years of Healthy Life Used

for Monitoring Progress for Healthv People 2000

II Perceived Health Status

Role Limitation

Not Limited

Limited-Other

Excellent Very Good Good Fair Poor Dead

1 .oo 0.92 0.84 0.63 0.47

II 0.87 I 0.79 I 0.72 I 0.52 I 0.38 I

Table 3
Years of Healthy Life for the Civilian, Non-Institutionalized Population

for 1984, 1987, and 1990, National Health Interview Survey

Population Group 1984 1987 1990

YHL LY YHL LY YHL LY

Total 63.4 74.7 63.8 74.9 64.5 75.4

II Whites I 64.3 I 75.3 I 65.0 I 75.6 I 65.5 I 76.1

Blacks 55.7 69.5 55.7 69.1 56.4 69.1

II Males I 61.1 I 71.1 1 61.7 1 71.4 1 62.3 1 71.8

II ~~ 1 1 78.2 1 66.0 1 78.3 1 66.6 1 78.8
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Figure 1
Mean Health-Related Quality of Life Score:

By Age and IP-Month Bed Days
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THE CALCULATION OF HEALTH-ADJVSTED  LIFE EXPECTANCY FOR ONTARIO USING A HEALTH STATUS INDEX

Jean-Marie Berthelot, Statistics Canada
Roger Roberge Jr. and Michael C. Wolfson

ABSTRACT

Background: Life expectancy of Canadians has
increased by approximately 5 years in the last
quarter century. It is not clear if the addition
of quantity to life is also adding quality.
Method: Health-Adjusted Life Expectancy is
calculated by combining a life table stationary
population with cross-sectional population
estimates of self-reported health status used in
the calculation of a health status index. Health
status is obtained from the Comprehensive Health
Status Measurement System developed by McMaster
University and measured in the 1990 Ontario
Health Survey for the household population.
Health status for the institutionalized
population was imputed using a combination of
the 1990 Ontario Health Survey and the 1986-1987
Canadian Health and Activity Limitation Survey.
Results: Application of the Sullivan method to
the 1985-1987 Ontario life table stationary
population in conjunction with the provisional
index, resulted in a Health-Adjusted Life
Expectancy at age I5 of 53.6 years for men, 5.7
years less than their life expectancy, and of
57.9 years for women, 7.6 years less than their
life expectancy.
Conclusions: Even though, data limitations were
encountered, the health utility index provides a
valuable framework for estimating Health-
Adjusted Life Expectancy.

Introduction

Increased life expectancy is a trend
observed in much of the developed and developing
world. In Canada, life expectancy increased by
4.6 and 5.5 yearsl, respectively, for males and
females between 1961 and 1986*. In the United
States, the increases were 4.4 and 4.5 years
between 1964 and 198S3, while in Australia, the
increases were 5.4 and 5.3 years between 1965
and 198E4. The simple increase in the quantity
of life, however, does not give any indication
of whether there is an accompanying increase,
decrease or maintenance of the health-related
quality of life.

In 1971, Sullivan5 was one of the first to
develop and apply a health-adjusted indicator.
His Disability-Free Life Expectancy (DFLE)
indicator combines cross-sectional age/sex
specific disability prevalence data with an
appropriate life table. Two health states are
used with a disability state having a value of 0
and a disability-free state a value of 1. The
prevalence of the disability-free health state
is applied to a stationary population from a
life table resulting in an estimate of
disability-free life expectancy.

The analysis presented in this paper is the responsibility

of the authors and does not necessarily represent the views

of Statistics Canada of the Canadian Institute for Advanced

Research.

Summary indices of population health have
evolved in several directions from the original
Sullivan work. These directions include
indicators which identify various other health
states such as impairment or handicap6 while
another provides explicit and more realistic
descriptions of the health status dynamics by
modeling the underlying health and disability
processes (incidence patterns and progression)'.
These, and other efforts are reviewed in Wolfson
and Manton'.

The extension of Sullivan's binary
representation of health status (e.g., disabled
or not) to a continuum of health states is
another direction being taken. Torrance9
suggested the use of a health expectancy index
based on multi health states whereby each year
of life would be weighted by a utility or value
function. The reference values for the index are
0.0 for death and 1.0 for "fully healthy".
States considered worse than death, such as very
painful terminal cancer or total paralysis, may
be valued at less than 0.0. While the conceptual
framework for calculating Health-Adjusted Life
Expectancy is well understood, the practical
difficulties of measuring health state utilities
are still being addressed. In 1983, Wilkins and
AdamslO derived the first estimates of the
Health-Adjusted Life Expectancy for a national
population, by combining the Sullivan method
with the cross-sectional prevalence for six
disability states and by assigning arbitrary
values, corresponding to perceived health-
related quality of life, to each of the six
disability states.

This paper presents an extension of the
Sullivan method for the calculation of the
Health-Adjusted Life Expectancy(HALE)  at age 15
for the province of Ontario.

Methods

Even though health status can be viewed in
thousands of different facets, in practice it
is based on a limited number of distinct
attributes, with a limited number of functional
levels within each attribute. The Comprehensive
Health Status Measurement System (CHSMS) is used
for this paperll and is comprised of eight
independent health attributes with five to eight
levels of functional ability within each
attribute. These attributes consist of: Vision,
Hearing, Speech, Mobility (ability to get
around), Dexterity (use of fingers), Cognition
(memory and thinking), Emotion (feelings) and
Pain and Discomfort. The vector of an
individual's attribute specific levels of
functional ability is defined as a persons
health state. The prevalence of each health
state is obtained from the 1990 Ontario Health
Survey (OHS) and the 1986-1987 Health and
Activity Limitation Survey (HALS). Utility
weights for the different functional ability
levels have to be derived before calculating the
health status index.
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The utility weights are evaluated on a
scale that arbitrarily sets the reference state
of death to 0.0 and the reference state of
"fully healthy" to 1.0. The evaluation of the
preference weights of individuals, specific to
the OHS version of the CHSMS, is in development
and will not be available before the end of
1993. It is thus necessary to use the results of
previous work to obtain provisional utility
weights for the OHS. McMaster University had
already developed a set of utility weights and a
multi-attribute utility function (MAUF) to
derive a health status index for a Childhood
Cancer Study12, using a precursor of the CHSMS.
Statistics Canada commissioned McMaster
University to adapt the results of the Childhood
Cancer Study (CCS) utility weights and multi-
attribute utility function to the OHS suite of
questions, namely the CHSMS.

The OHS CHSMS questionnaire response
combinations are transformed into the format
used in the CCS to provide health state levels
for each CCS attribute. Utilities derived for
the CCS are then combined through the CCS-MAUF
to produce an overall individual health status
index score. Previous work conducted by
TorranceI determined that the multiplicative
form was the most appropriate. Consequently, the
CCS-MAUF, used to compute an individual's health
status index score, is in the form of a
multiplicative utility function and is defined
as:

t=t
where HSIi is the health status index utility
score for individual i, and Wk(hi,k)  is the
preference weight associated with the observed
health status level hi,k,of the ith individual
for attribute k. The values a and p are
parameters determined by the data and provide
the range for the index scores. For the
calculation of the provisional index, a was
1.06 and p was 0.06, such that the resulting
health status index scores ranged from -0.02 to
1.0, where -0.02 is the worst state of health
and 1.00 is the fully healthy state. Torrance et
al.rl state that "the negative score for the
worst health state reflects the fact that on
average respondents judged it to be worse than
death."

The health status index derived from the
OHS represents only the household population for
Ontario. Since people residing in institutions
are more likely to be disabledI*  and the
proportion of people residing in institutions
increases with age (less than 1% at age 15-24
and more than 30% at age 85 and over), the
impact of the institutionalized population on
the calculation of HALE for Ontario can be
important, especially at older ages. With no
survey providing data on health status
compatible with the CHSMS for the
institutionalized population, an imputation
methodology was derived to reflect the health
status of this segment of the population in the
overall results.

The methodology consists of combining
results from the OHS and the 1986-1987 HALS, to
provide health status index scores for people

residing in institutions. The HALS was a post-
censal survey of approximately 200,000 persons
designed to provide a comprehensive picture of
persons with disabilities in Canada. The survey
covered persons with disabilities in both
households and health-related institutions15.
The adult institutionalized portion of HALS
consisted of a sample of approximately 18,000
persons 15 years of age and over. Health status
index estimates for the institutionalized
portion of HALS were obtained by relating
similar individuals in the OHS to those in the
HALS.

The mean health status index score for the
entire Ontario population by 10 year age groups
and by sex was then derived by taking the
weighted average of the mean health status index
scores for households and institutions, given
the proportions of people residing in
institutions and households by age group and sex
for Ontario. The 1985-1987 Ontario life table
stationary population person years were
multiplied with the population average health
status index score by age group and sex
resulting in Health-Adjusted Person Years. The
HALES at age 15 for each sex are calculated
using the Health-Adjusted Person Years.

Application of the method

Responses from the 1990 OHS were used to
estimate the population prevalence of the
different health states. The OHS measured, using
an interview and self completed questionnaire,
the health status for a sample of over 62,000
individuals residing in household.&. The eight
attributes of the CHSMS were measured in the OHS
for all sampled persons aged 15 and over. All of
the questions comprising the CHSMS were examined
for a basic consistency before being combined
into functional levels within each of the health
status attributes. Taking the survey design into
account, the percentage of respondents assigned
to the "fully healthy" category or state was
calculated by attribute for the Ontario
household population and is presented in Fig. 1.

q MALES n FEMALES
P

Fig.1 Percentage of household population assigned to “fully healthy” in each
health attribute, Ontario 1990, by sex, estimated loom  a sample of
21,315 males and 24,411 females aged 15 and over.
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This graph shows that most people in the
Ontario household population are assigned to a
"fully healthy" state for each of the
attributes, except for vision. The vision
attribute, however, is explained by the fact
that people wearing corrective glasses are not
considered to be 'fully healthy" on that
dimension (over 44% of the population required
glasses to correct their vision).

The health status index score was
calculated for each individual in the OHS.
Figure 2 shows the health status index
distribution observed in the OHS for males and
females, all ages combined. It can be observed
from this figure that the majority of the
individuals in the household population enjoy a
relatively high level of health. Approximately
73% of males and 70% of females are in a health
state valued at more than 0.9., with a large
proportion (35.2% for males and 29.6% for
females) fully healthy. It should also be noted
that nobody was assigned to a state worse than
death.
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Fig.2. Health status  index distribution for males and females in the household
population, Ontario 1990, estimated from a sample of 21,315 males

and24.411 females aged 15 and over.

The health status index distribution was
compared to the well-being index derived from
the self completed portion of the OHS. The well-
being index provides a subjective measure of
well-being known to be positively correlated
with physical health. It is derived from a well-
being score developed by Dupuy17 and has been
used in many health surveys16. The well-being
index values range from a low of 1 (poor) to a
high of 4 (excellent). The sex specific
distribution of the health status index by the
well-being index is presented in Fig. 3.

The different grey shading represents
ranges of health status index scores; the darker
the shading, the smaller the score of the health
status index. The individual health status index
scores were averaged within each well-being
level and are represented in Fig. 3 by a line
connecting asterisks in each vertical bar. This
figure shows that the distribution of the health
status index scores is broadly consistent with

the well-being index: the mean health status
index score increases when the well-being index
increases, and the proportion of people in the
darker (lower) category of health status index
decreases when the well-being index increases.
At the same time, it is evident that within each
level of the well-being scale there is
considerable dispersion among health status
scores.
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Fig.3. Health status index distribution by Well-Being Index for the household
population of Ontario 1990, by sex, estimated from a sample of 21,315

males and 24,411 females aged 15 and over.

The OHS health status index distribution
by 10 year age groups for males and females is
presented in Fig. 4. This figure illustrates the
well known declines in health with respect to
aging. A relatively high proportion of the
household population is fully healthy (around
60%) in the age group 15-24, while a very small
proportion (around 3%) is fully healthy in the
85 + age group. Also, the proportion of the
household population in the darker (lower health
status) areas increases with age. The individual
health status index scores were averaged to
provide a mean health status indkx score by sex
for 10 year age groups. These mean scores are
represented in Fig. 4 with a line connecting
asterisks in each vertical bar.

These results represent the health status.

index for the Ontario household population only
and do not incorporate those persons residing in
institutions. For the institutionalized portion
of the population, the methodology consists of
combining results from the OHS and the 1986-1987
HALS. Health status index scores were estimated
by relating "similar" individuals in the OHS to
those in the HALS. "Similar" was defined by the
number of disabilities.
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Fig.4.  Health status index distribution within age groups for the household
population of Ontario 1990, by sex, estimated from  a sample of 21,315
maIesand24,41  lfemalesagedl5  andover.

In order to provide for a common  basis
between the OHS and HALS, the HALS definition of
disability was used: individuals were not
considered disabled if they used a technical aid
that completely eliminated the limitation14.  In
HALS, a temporal condition is also factored in
with the requirement that a disability or
limitation be a minimum duration of 6 months.
OHS disabilities for the 8 attributes of the
CHSMS were standardized to the HALS definition
of a disability by considering each attribute's
health status level. The comparison between the
OHS and HALS  could only accommodate 6 of the 8
OHS attributes: Vision, Hearing, Speech,
Mobility (ability to get around), Dexterity (use
of fingers), and Cognition (memory and
thinking). HALS had no counterpart for the OHS
pain and discomfort, and emotion attributes.
Also, the concept of the duration of a
disability is not applicable to the OHS and, as
such, has been ignored.

The use of a general household population
to impute health status index scores for people
residing in institutions has many limitations.
The household and institutional populations are
very different. Most of the severely disabled
people reside in institutions, while most of the
mild and moderately disabled people reside in
households. Even though the methodology
partially takes the number of disabilities into
account, it does not fully consider severity or
disabilities that are not captured by the CHSMS.
The mean health status index scores imputed for
people in institutions are therefore likely to
be inflated.

The mean health status index scores for
the combined household and institutionalized
populations by age group and sex are presented
in Fig. 5. Figure 5 demonstrates that although
there might be concern that health status index
scores for institutions have been over-

estimated, they are still relatively low as
compared to the household ones. Health status
index scores for the global population are
nearly equal to the household population, except
for older age categories, where institutional-
ization begins to have a greater impact.
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Fig. 5. Mean health status index scores by 10 Year Age Group. The household
mean health status index scores are. estimated from a sample of 21,315
males and 24.411 females aged 15 and over.

The HALES  at age 15 for the Ontario
population by sex were obtained by applying the
average population health status index scores by
ten year age group to a 1985-1987 life table
stationary population for Ontario. Figure 6.
presents
survival
between
grouping
combined
from the
patterns

the survival and the health-adjusted
curves, in addition to the difference
the two curves. The ten year age
for the health status index scores
with the single year population data
life table account for the "saw tooth"
in the HALE and LE - HALE curves.

The differences between the survival and
health-adjusted survival curves increase with
age for males until age 65 and then decrease.
For females, the phenomenon is quite distinct,
since the differences are increasing until the
last age group. This reflects the fact that,
beginning at the age group 65-74, the proportion
of females residing in institutions is nearly
twice that of male&*. This results in a HALE
for males at age 15 of 53.6 years, 5.7 years
less than their life expectancy, and a HALE for
females at age 15 of 57.9 years, 7.6 years less
than their life expectancy. The relative HALE,
expressed as a percentage of remaining life
expectancy, is 90.4% for males and 88.4% for
females. These provisional results, though not
directly comparable, are consistent with Wilkins
and Adams (1983)lO  in that females have a higher
absolute HALE, but a smaller relative HALE; the
difference between the males' and females'
relative HALES  at age 15 is approximately 2%.
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Survival and Health-Adjusted Survival Curves these interaction effects are more significant
and the residual is therefore somewhat higher
for females (14%) than for males (10%).

15 25 35 45 55 65 75 85

AGE

“T lo

% FEMALES
100
90 .-
80 a.
70 .-
60 .-
50 . .
40 .-
30 .-
20 .-
10 . .
o - :

15 25 35 45 55 65 75 85

ACE

Fig. 6. 1985-1987 Survival Curve and Health-Adjusted Survival Curve for
Ontario, by sex. The survival curve is tnmcated  at age 85, since only
aggregate estimates exist for ages over 85.

The reduction in health-related quality Of A second concern is the lack of
life (i.e., LE - HALE) was disaggregated into appropriate health attribute information for the
the 6 attributes, using a cause-deleted institutionalized population. It is clear that
technique. For each individual in the sample, a more information on the institutionalized
given attribute is set to its fully healthy population is required to improve this method.
level, with the remaining attributes allowed to The measurement of the health status of the
remain in their originally observed levels. institutionalized population, using a health
Health status index scores are then re-computed status measurement system like the CHSMS is
individual by individual and re-averaged. This required. The CHSMS used for the household
hypothetical "attribute-deleted" health status population is not necessarily appropriate for
index calculation thus indicates the effect of the institutionalized population. For example,
each attribute on the overall HALE. Figure 7 it is not clear if the emotion and cognition
shows that the pattern is relatively similar for attributes capture properly the mental health
males and females: the sensation attribute states of persons with learning disabilities,
explains approximately 30% of the difference mental handicaps and/or any physical conditions
between life expectancy and HALE, followed by that resulted in an emotional or nervous
the pain attribute (25%) and the emotion and disability. This could be an important factor
cognition attributes (12%). Given the non-linear for the institutionalized population, since 71 %
character of the multi-attribute utility of the persons aged 15 and over were diagnosed
function that underlies the health status index, under this type of disability in the
there is a residual -- that is, the difference institutional portion of the 1986-1987 HALS.
between life expectancy and HALE not explained Research should also be initiated to adapt the
by the sum of the individual attribute-deleted CHSMS so that it can be used for both the
calculations. This residual reflects the institutionalized and the household populations.
interaction of the level of one health status The measurement of the health status of the
attribute with another. Since females generally institutionalized population using a CHSMS like
have higher levels of disability than males, instrument is required in order to calculate

Fig. 7. Reduction iu HALE by Attribute and sex, based on 1985-1987 life
table for Ontario.

Discuesion

The use of a multi-attribute health status
measurement system in conjunction with a utility
function provides a valuable framework for
estimating Health-Adjusted Life Expectancy based
on the Sullivan method. In our application of
this approach, several important data
limitations were encountered. One is temporary,
due to the use of a provisional multi-attribute
utility function for computing health status
index scores for the Ontario Health Survey. This
should be remedied by the forthcoming
development of a utility function explicitly
based on the OHS-CHSMS.
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reliable health status index scores and,
consequently, reliable HALES for the elderly. In
addition, the use of proxy responses during the
data collection has to be evaluated. It is
unlikely that proxy responses are appropriate
for subjective attributes such as emotion, pain
and cognitionlg.  However, proxy responses may be
the only means available to elicit responses for
those with severe disabilities.

The availability of a health status
measurement system, integrated within
traditional health statistics reporting, is
important to monitor the changes of the health-
related quality of life of the Canadian
population over time. In Canada, a new National
Population Health Survey (NPHS)  is under
development and should be operational by 1994.
It will be a longitudinal survey of around
22,000 households, and will be conducted every
two years over a 20 year period. The goal of the
National Population Health Survey is to provide
more comprehensive information on current
population health status"". In addition to
providing the basis for monitoring health trends
over time, the inclusion of a health status
measurement system in the NPHS provides a
baseline estimate for the distribution of health
status in the general population. The same suite
of questions can then also be included in
clinical randomized and case-control studies to
place such studies in a broader population
context.

Finally, it is important to note the
limitations in the Sullivan method implicit in
the results reported here. This method, by using
only cross-sectional prevalence data on health
status, takes absolutely no account of the
dynamics of health and disease processes. As a
consequence, the "attribute-deleted" results
presented above, while indicative of the
relative importance of various health problems,
probably do not represent realistic scenarios.
Still, as a first estimate, the Sullivan
approach is computationally straightforward,
widely used, and not very data demanding21.
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ACCOUNTING FOR DEATHS WHEN MEASURING HEALTH STATUS OVER TIME

Paula Diehr, University of Washington
Donald Patrick, David Grembowski, Joseph Picciano

Much research is underway to improve
people's health, and thus increase their years of
healthy life. Measures of health status over
time are used extensively in such research. This
paper addresses the frequently occurring problem
of how to treat deaths in these studies. The
connection between this problem and that of
measuring or estimating years of healthy life is
also discussed.

For illustration we use data from ongoing
research evaluating the cost-utility of
preventive services for Medicare enrollees in an
HMO. This program, sponsored by the Health Care
Financing Authority, is a randomized clinical
trial of people over age 64 in which people in
the treatment group are invited to special clinic
visits and classes aimed at health promotion and
disease prevention, while those in the control
group have usual care [l]. The goal is to
determine whether the treatment slows the decline
in health status. For the evaluation, detailed
survey information is collected at baseline (TO)
and 2 and 4 years thereafter (T2 and T4). For
this paper only the TO and T2 data are used.

INCLUDING THE DEATHS

Various health status measures were
collected for each person. Unfortunately, some
subjects died before T2 and their health status
information was not obtained.

For some health status measures deaths are
not a problem, since death has a pre-assigned
value. For example, the Quality of Well-Being
scale was designed to give death a value of zero.
For most health measures, however, deaths result
in an unknown value. Researchers often report
only the *complete* case, discarding the deaths.
However, this has the effect of limiting the
evaluation to a biased set of subjects, those in
better health. Below we consider some approaches
for including the deaths in the analysis. These
include non-parametric analyses and strategies
for obtaining a code for deaths so they can be
included in the analysis.

There is some related literature dealing
with missing data in longitudinal studies [2-4).
These approaches differ from our situation in two
respects: first, they involve studies with
frequent measurements over time, allowing missing
data to be estimated from known data for that
subject; and second, they treat deaths as
equivalent to other types of missing data, when
in fact knowledge that a person is dead provides
a good deal of information about his health.

The health status measure discussed here is
"would you say that your health is: excellent,
very good, good, fair, or poor'? This measure
was chosen because it is commonly used. Findings
for this variable are not necessarily those of
the complete study. People whose T2 measures are
missing for other reasons than death were
excluded, to make this example more clear.

Results
Table 1 shows the distribution of the

people in the treatment and control groups at TO.
Note that, despite randomization and the large
study size, the treatment group has more in poor
health than the control group, and fewer in
excellent health. The control group is almost
significantly healthier (~~-06).

Table 1. Health Status at TO

Control TX- -

Poor 23 38
Fair 165 178
Good 467 460
Very good 417 423
Excellent 137 103

Total 1209 1202

Table 2 shows the distribution after 2
years, at T2. There were unfortunately 89 deaths
(3.7%), and more unfortunately, more (38) were in
the treatment group. The death rates in the two
groups were statistically significant (p=.O27).
Note also that the number of people in excellent
health is higher in the treatment group than in
the control group, even though the reverse was
true at TO.

Table 2. Health Status at T2

Control

Dead 32
Poor 43

TX

57
34

Fair 211 190
Good 492 468
Very good 353 362
Excellent 78- - 91

Total 1209 1202

A 2x6 chi-square test is almost significant
(p=.O54), but the direction of the difference is
unclear, and the test for trend is not
significant. If the deaths are discarded, the
two groups are not significantly different. We
thus need to know which group did 'better', and
how to adjust for the TO differences in the
analysis.

Table 3 shows the results of several
approaches for handling the deaths. For
compactness we have coded the 5 categories on a
scale from 1 (poor) to 5 (excellent), and will
present means and use t-tests. At TO, as noted
before, the controls are significantly healthier
than the treated (line a of Table 3). At T2,
analyzing only those with valid data, the
treatment group is healthier (line c).

The health status of the treatment group
thus declined considerably less than that of the
control group. However, the TO mean includes some
people who were not alive at T2, and the
comparison over time may be misleading.
Eliminating the T2 deaths from the TO mean (line
b), we see first that the resulting group was
healthier than the average of the whole group at
TO, and second that the change scores (T2-TO) are
significantly different (line f), with the
treatment group declining significantly less than
the control group. This finding, however, is
made on a biased subset of the subjects, and so
may itself be biased.

34



Table 3. Mean Health Status
Contrz E

Health at TO
a alive at TO 3.40 3.31 .025
b alive at T2 3.42 3.35 .094
Health at T2
c alive at T2 3.18 3.25 .070
d death-0 3.10 3.10 .995
e death=-10 2.83 2.62 .052
T2-TO
fve at T2 -.24 -.lO .ooo
g death-0 -.30 -.22 .027
h death=-10 -.57 -.69 .216

One frequent method of including deaths in
such an analysis is to assign them an arbitrary
value, such as zero. When this is done, the
treatment and control means are almost identical
at T2 (line d), which again results in a
significant change score difference favoring the
treatment group (line g). However, the choice of
zero was arbitrary. If we had instead used -10
for deaths, the control mean would be
considerably higher than the treatment mean at T2
(line e,p=.052), and the change scores would not
be significantly different (line h).

All of the previous approaches involve
arbitrary decisions. A more satisfactory
approach is a non-parametric analysis, in which
we treat the deaths as a group whose T2 health is
lower than 'poory, by an unspecified amount. The
chi-square analysis mentioned above is
appropriate, but it provided uninterpretable
results. An analysis that takes into account the
ordering of the categories, such as the Wilcoxon
rank sum test 153 which examines the ordering of
the data, is more interpretable. By this method,
the controls were nearly significantly healthier
at TO, and there was no significant difference at
T2.

Neither the chi-square nor the Wilcoxon
analysis adjusts for differences between the
groups at TO. Such analyses can be modified by
stratification on the TO category, and combining
the results [41. After stratification, both the
chi-square and the Wilcoxon analyses showed
significant results, with the Wilcoxon  favoring
the treatment group (Table 4, lines a and b).

The stratified Wilcoxon test has some
advantages, but is not a common test, and does
not provide a readily interpretable summary
statistic. For these reasons we explored
approaches that would recode the data, so that
deaths could be used in the analysis. TWO
methods already discussed are to recode the 5
usual categories as 5 4 3 2 1 with deaths coded
as either 0 or as -10. Another approach is to
create a variable which takes on the value 1 if
the person's T2 value is better than at TO, 2 for
the same, and 3 for worse (deaths are put into
the third category). The numbers of people in
the better, same, worse categories were 425, 616,
and 168 for the control group and 365, 626, and
211 for the treatment group. This analysis
significantly favored the treatment group
(pz.002).

Table 4. Comparison of Health Status Including
the Deaths and Adjusting for TO Health Status

Contr Tx P
Method
a Chi-square

stratified
'D Wilcoxon + <

stratified
c B/S/W +
d 'healthy' +
e Pr(surviva1) +
f Pr(*healthy") +
g death=0 +
h death=-10 +

.03

:.05

.oo

.ll

.08

.lO

.03

.22

Another logical way to recode variables is
to recode excellent, very good and good as 1 and
fair, poor and dead as 0. The resulting variable
is interpretable as *healthy? yes/no'. It can
be analyzed by chi-square or t-test, and the
change score from TO can be calculated. In this
case, the treatment was better (pz.11).

Another recoding, which maintains the
distinct categories, is to recode the categories
according to a standard. One possibility is to
assign each category the percent probability of
surviving two years, which can be estimated from
our own data: 98% of those in excellent or very
good health survived two years, as did 94% in
good health, 88% in fair health, and 73% in poor
health. Deaths, of course, are recoded as 0,
since they will not be alive two years later.
Standardizing a health status measure against
mortality may seem inappropriate. A related
approach is to assign to each category the
percent probability of being "healthy' (in
excellent, very good or good health) in two
years, which can also be estimated from our data.
The resulting codes for the 6 categories are,
respectively, 96, 93, 76, 35, 18, and 0. The t-
test on change-scores for the probability of
survival favors the controls (p=.08), while that
on the probability of remaining healthy favors
the treatment group (~1.10). (Note that the
probability of surviving is similar to coding
death as g-10g above, since the code for deaths

far from the others; similarly, the
GEobability  of being Yhealthy* is more similar to
coding deaths as 0, since all categories are
reasonably evenly spaced).

We have suggested 8 approaches to testing
the hypothesis that the change in health status
is different for the treatment and control
groups. Six of these favored the treatment group
(4 significant) and 2 favored the control group
(neither significant). The two that favored the
control group were those that gave very high
weights to the deaths.

We want a method that will: include deaths;
be logical rather than arbitrary: provide a test
of the null hypothesis; allow adjustment for
baseline differences (although this is not
required in the case of a randomized controlled
trial); and provide unambiguous result as to
which treatment is better. Our assessment of the
various methods is that three of the methods:
'healthy*, probability of being *healthy", and
better/same/worse meet more of the criteria than
the other methods. We will probably use these
three approaches in our evaluation.

"Healthy" is simple to understand, but has
the disadvantage that a program that moved people
from poor to fair health would receive no credit.
One might also consider examining the cause of
death and coding clearly accidental deaths as
"missing" rather than as deaths for this purpose;
this should be done with great caution to avoid
creating or disguising unexpected program
effects.

We should note that this particular measure
of health status was chosen because of its
interesting and ambiguous findings. Other health
status variables, which will also be used in the
evaluation, showed no significant difference
between treatment and control using these
different methods of including the deaths.
Analysis of the data to explain the excess deaths
in the treatment group is also underway.

YEARS OF HEALTHY LIFE (YHL)_
There is some relation between the previous

topic and years of healthy life. Suppose we
frequently measured health status, and followed
all people until their death. We could then
plot the percent of people who were "healthy' at
each point in time. The area under this curve
would be the years of healthy life. If separate
plots were made for the treatment and control
groups, the difference in the areas would be the
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additional years of healthy life due to the
treatment.

OLlr evaluation will have only three
measurements for each person, at TO, T2; and T4.
These points will allow us to estimate the years
of healthy life for each group durins the studv,
but will not allow us to estimate the years after
the study ends. Using only the TO and T2 data,
we can estimate that the mean years of healthy
life between TO and T2 in the treatment and
control groups were 1.5865 and 1.6079 years,
respectively, and that the two are not
significantly different.

Recall that the control group was slightly
healthier at TO, and that the two groups were
similar at T2. Above, when we analyzed change
scores, the initial TO difference gave credit to
the treatment croup, since its members had been
slightly less healthy at the start. In the years
of -healthy life calculation, however, -that
initial difference is credited to the control
group, since that group has more area under the
curve. Neither analysis found a significant
difference in the two groups, but it is
disturbing that the initial baseline difference
is treated in different ways in the two analyses.
Some method must be found to adjust for initial
baseline differences in the years of healthy life
approach. Weighting to make the TO distributions
the same for the two groups would have this
effect, but would make subsequent analysis
difficult since most software does not handle
this type of weighting correctly in calculating
standard errors 161.

Years of healthy life after the vroqrarn
ends are more problematic.
ZYXgn

One strategy is to
each individual his actual years of

healthy life during the evaluation, and add to
that the estimated remaining years of healthy
life for those still alive at the end of the
evaluation. One possibility is to use the life-
table method described by Erickson (71. The
'health' weights that we used for each age group
(the Q's) were taken as the percent of "healthy"
people in that age category, using T2 data for
the treatment group. We might alternatively have
decided to use TO data or to use different
estimates for the treatment and control groups;
here, these choices did not make much difference.

Once the healthy life table is constructed,
the estimated remaining years of healthy life are
estimated for each person based on his age at the
end of the evaluation, by looking up the number
in the table (people dead receive no extra years
of life). Since the same table is used for
treatment and control, the additional years of
life will differ between the two groups only if
the age distribution at the end of the evaluation
is substantially different in the two groups. We
estimated that the average total years of healthy
life in the treatment and control groups were
10.4 and 10.5 years respectively, with a 95%
confidence interval for the difference of (.0908,
.149) years, a significant but small difference.

A second approach to estimate the remaining
years of healthy life was attempted, using data
on how many people moved from one health state to
another during the evaluation. For example, 9 of
178 controls in poor or fair health at TO were in
excellent or very good health (evg) at T2. We
fit a polytomous logistic regression model of the
form:

ln(P(evg,T2)/P(dead,T2)]=
a+b(age)+c(evg,TO)+d(g,TO)+  e(fp,TO)=og,

with similar expressions for good (g) and
fair/poor (fP) versus death. Let D =
exp(a~,,)+exp(Cb)+exp(at,). Then P(dead,TZ)=l/D,
P(evg,T2)=  exp(&,,)/D,  and so on. The regression
equations were solved using the conditional
logistic regression analysis option of the EGRET
package (Barbara McKnight, personal

communication). Probabilities were estimated
separately for treatment and control. These
probabilities were then applied repeatedly for
each person alive at the end of the intervention
(T2).

Table 5 shows the estimates for a 70-year-
old who was in excellent or very good health at
T2 (100% probability of being E/VG)  . At T4 we
estimate a 70% probability that his health is
still E/VG, 24% probability of Good, 5% of
Fair/Poor, and 1% probability of being Dead.
Applying the equations to the estimated T4 data
to predict T6, the person has now only a 50%
probability of being E/VG, and so on until T16 at
which time there is 100% probability of being
dead. We kept track of the amount of time each
person was expected to spend in each state, and
used this to estimate years of healthy life for
each person. The bottom line of Table 5 shows
that this person spent 32% of 14 years in E/VG
health and 29% in Good health, or 8.5 additional
years of healthy life. If he was also in
excellent health at TO, he would have a total of
10.5 years of healthy life.

Table 5. Percent probabilities of being in
health states, over time (starting in excellent
health, age 70 at T2).

Time State
F/P Dead

T2 0 0
T4 70 24 5 1
T6 50 38 19 3
T8 31 6
TlO 16 16
T12 5 31 21
T14 0 10 9 ;I
T16 0 0 0 100- - - - -

% 32 29 11 28

On average we estimated 7.55 and 6.71 years
of healthy life between TO and T16 for the
treatment and control groups, respectively. The
95% confidence interval for the difference in yhl
was (.806,.874) or almost a year. (In fact, some
controls were still alive at T16, so the
difference would be even bigger).

Note that years of healthy life are
considerably lower than estimated by the life
table method, and that the difference between the
two groups is considerably larger. Some of this
discrepancy can be attributed to the poor
regression results; we estimated only 10.6 years
of life remaining in the control group, compared
to 13.3 by the life table method. Since our
study group is healthier than average (volunteer
bias, analyses not shown), this is an
unreasonable result. The regression method
clearly kills people off too fast. A different
model based on TO health but without age left
half the people alive at T40, when all would be
over 100 years old!

Clearly, the model can be improved.
Transformations and interaction terms are
possibilities. There are problems of inadequate
data, since even with a sample as large as ours
some of the transitions are poorly estimated;
only 7 people who were in excellent or very good
health at TO died, for example. In addition, the
estimation method multiplies estimated
probabilities times estimated probabilities, and
propagation of error is another likely
explanation for the bad fit. It is also unclear
whether the transition probabilities that held
from TO to T2 would be appropriate at later
times, given that our sample of volunteers was
healthier at TO (volunteer bias) and might be
expected to regress to the mean at a later time.

All of these reasons suggest that the use
of projected years of healthy life in randomized
clinical trials may be a problem if future years
need to be estimated rather than measured. It is
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probably wiser at this time to remain within the
range of the data that are known.
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UNDERLYING CAUSES OF FETAL DEATH: EFFECT OF AN ADDITIONAL PANEL OF CHECK-BOXES ON THE
WISCONSIN 1989 REVISED FETAL DEATH REPORT FORM

Russell S. Kirby, University of Arkansas for Medical Sciences
Michael Soref, Wisconsin Center for Health Statistics

Most states implemented the recent revision of the
national standard certificates of live birth and
fetal death in 1988 or 1989. The new standard
certificates have been described elsewhere
[Freedman, Gay, Brockert, et al. 1988; Taffel,
Ventura, Gay 19891. The new certificates collect
data on medical risk factors affecting the
pregnancy, obstetric procedures, complications of
labor and/or delivery, method of delivery,
conditions of the newborn, congenital anomalies of
the child, and maternal tobacco and alcohol use
and weight gain during the pregnancy.

In the state of Wisconsin, the fetal death report
form was further modified through the addition of
checkboxes for certifiers to indicate that cause
of death and/or congenital anomalies data were
'pending' assessment, and a panel of check-boxes
was added to collect information on the types of
assessment or evaluation done to determine the
cause of fetal death. In this paper we report on
results from the first three years of data using
the 1989 revised fetal death report form, with
comparisons to data from fetal death reports for
the two years prior to 1989.

Background

Underlying causes of fetal death are poorly
documented in the United States [Kirby 19931. An
important proportion of fetal death certificates
contain data that lead to nosological
classification of causes that are a) implausible
- codes that relate to gestation and/or describe

the condition of the fetus or define the length of
gestation rather than the underlying process which
caused the death; b) extremelv unlikely - (1)
congenital anomalies not clearly incompatible with
fetal survival, (2) conditions which should only
be reported in newborns but which are unlikely to
cause death even in liveborn infants, or (3)
conditions primarily relating to respiratory
function, with nosological codes which relate only
to newborns but which are otherwise valid
underlying causes of death; or c) unspecified -
codes which impart so little information as to
give almost no indication of the actual cause of
death (for example: spontaneous abortion, intra-
uterine fetal demise, unspecified congenital
anomalies, termination of pregnancy, unspecified
perinatal conditions, unknown cause). Among five
states studied for 1985-1987, the proportion of
underlying causes of fetal death which fell into
these three categories ranged from 29.5 to 42.8
percent of fetal deaths in each state.

An earlier study compared underlying cause of
fetal death and congenital anomaly reporting from
Wisconsin fetal death reports with independent
stillbirth assessments [Greb, Pauli,  Kirby 19871.
The Wisconsin Stillbirth Service Project from
which the stillbirth assessment data were obtained
is described by Pauli and Reiser (19841. There
was limited concordance between reported
underlying causes of fetal death and etiologic
assessments when causes of death were grouped into
fetal, placental/cord, maternal/environmental, and
unknown. For specific causes reported on fetal
death report forms, especially placental/cord
complications and fetal anomalies, documentation
to support the diagnosis was often lacking.
Similar findings have been reported by Harter,
Starzyk and Frost [19861 for Washington state and
by Lammer et al. [1989] for Massachusetts. In
part, as a result of this study, efforts were made
to modify the fetal death report form for

Wisconsin.

Data Sources

Data for this report were drawn from the
computerized statistical files of fetal death
reports maintained by the Wisconsin Center for
Health Statistics. All valid fetal death reports
of Wisconsin occurrence events for calendar years
1987-1991 were analyzed. A total of 900 fetal
deaths for 1987-1988 were studied; for 1989-1991,
1,386 events were studied. The panel of seven
check-boxes for type of evaluation of assessment
added to the 1989 revision of the fetal death
report form is shown in Figure 1. Underlying
causes of fetal death were grouped into the
following categories: infectious disease (ICD-9
OOl-139), cancer/benign neoplasms (140-239),
congenital anomalies (740-759), maternal
conditions (760-761),  placenta, cord and membranes
(7621, fetal growth/birth weight (764-766), birth
trauma, hypoxia, asphyxia (767-768), other
respiratory conditions (7701, perinatal infections
(771), other and ill-defined perinatal conditions
(779, 7991, all other perinatal conditions (763,
769, 772-778), and all other conditions (balance
of ICD-9). This classification is for purposes of
data presentation only: readers are referred to
studies by Baird et al. 1954; Georgsd6ttir et al.
1989; Joshi et al. 1992; Keeling et al. 1989;
McIlwaine  et al. 1985; and Raghuveer 1992 for
several proposals for classification of causes of
fetal death. Other variables analyzed included
birth weight, gestational age (estimated from date
of last normal menses in completed weeks), timing
of fetal death (before labor, during labor, during
delivery, not stated), and plurality (singleton or
multiple pregnancy).

Results

Almost all occurrence fetal deaths during 1989-
1991 had one or more form of evaluation or
assessment. However, there were marked
differences in the proportion of events with each
type of assessment. External clinical evaluation
was reported most frequently (54.8% of events),
followed by autopsy (51.2%), placental examination
(44.1%) and photographs (38.0%). Less common were
karyotyping or chromosome analysis (24.2%),
cultures for infectious disease (16.4%) and X-rays
(14.2%). The trend by year of event is shown in
Figure 2. The rate of placental examination
declined from 48.4% in 1989 to 39.4% in 1991: a
more modest decline occurred for autopsy (52.6%
declining to 49.3%); photographs showed the
largest increase, rising from 26.1% in 1989 to
49.8% in 1991, while external clinical
examinations increased from 51.6% to 64.1%.

Examining data on type of assessment by 500g birth
weight strata (Figure 3), no specific conclusions
can be drawn, although fetal deaths of lOOO-19999
birth weight appear more likely to have autopsy,
karyotyping and cultures. By birth weight,
external clinical evaluation was most frequent in
the smallest and largest fetal deaths, BY
estimated gestational age, fetal deaths of 31 or
more weeks gestation were more likely to be
autopsied, photographed, x-rayed, and to undergo
placental examination than were fetal deaths with
shorter gestations.

By timing of fetal death, 8.6% of the events
studied were unknown or not stated, with 78.9%

41



occurring prior to labor, 10.1% during labor, and
2.5% during delivery. Among fetuses with death
prior to labor, assessments by external clinical
evaluation, autopsy and karyotyping occurred more
frequently than among fetal deaths occurring
during labor or during delivery (Figure 4).
Surprisingly, cultures for infectious diseases and
placental examinations were more common among
fetuses with demise during labor, although autopsy
and external clinical evaluation were less
frequent than among fetal deaths occurring prior
to labor or during delivery.

We anticipated more frequent assessments among
multiple pregnancies involving fetal demise than
among singleton deliveries. Multiple pregnancies
were more likely than singletons to be evaluated
by photographs and x-rays. However, the
proportions karyotyped did not differ between
singletons and multiple pregnancies. External
clinical evaluation, autopsy, placental
examination and cultures were done more frequently
for singletons than for multiple pregnancies.

Type of evaluation or assessment was also examined
across selected underlying cause of fetal death

(Figure 5). Among events with an
ziizE?ying cause of congenital anomalies (7.6% of
all fetal deaths), autopsy was the more frequent
form of assessment. These cases were more likely
to be evaluated by photographs and x-rays, but
less likely to have external clinical evaluation.
Also, 39.0% of these events received karyotyping,
compared to 24.2% of all events.

Approximately 30% of events had underlying causes
attributed to complications of placenta, cord, and
membranes. These events were more likely to have
placental examination (54.8% compared to 44.1% for
all events), but less likely to have any of the
other forms of evaluation or assessment.

Fetal deaths with fetal growth or birth weight as
the underlying cause of fetal death accounted for
7.1% of all events studied. These events were
less likely to be evaluated by any method of
assessment than other cases, with the exception of
cultures (18.2% compared to 16.4%).

Birth trauma and/or hypoxia accounted for 5.3% of
all events. These fetal deaths were more likely
to be evaluated by external clinical evaluation
and photographs, and received autopsy or placental
examination at approximately the same rate as all
events.

More than a third (37.7%) of all events were
classified to other and ill-defined perinatal
causes of death. These fetal deaths were
slightly, but not remarkably, more likely to
undergo external clinical evaluation, autopsy,
photographs, x-rays, and karyotyping, but less
likely to have placental examinations or cultures
than were fetal death with specified causes.

Data for 1989-1991 were compared with data from
1987-1988, to determine whether the addition of
the check-boxes had influenced the reporting of
fetal cause of death information on the Wisconsin
report form. Data on type of assessment were
available only for autopsy in the earlier period.
The rate of autopsy declined from 57.5% in 1987-
1988 to 51.2% in 1989-1991. Autopsies were
performed less frequently in each birth weight
group except those less than 5009, and in each
gestational age group, in the 1989-1991 period.

Figure 6 shows the distribution of the leading
causes of fetal death among Wisconsin occurrence
events. The same categories constitute the five
leading causes in both time periods. There was a
decline in the proportion of fetal deaths
attributed to maternal conditions, and a modest
increase in the proportion attributed to

congenital anomalies from 1987-1988 to 1989-1991.

The proportion of Wisconsin occurrence fetal
deaths with underlying causes classified as
implausible, extremely unlikely, or unspecified
for each calendar year is shown in Figure 7.
Implausible causes have remained at essentially
the same frequency over the period, while
unspecified causes have generally been in the
range of 35-40 percent, with erratic values for
1990 and 1991. The proportion of events with
extremely unlikely causes of fetal death has risen
dramatically, and is a source of some concern.

Discussion

The foregoing analyses examine a large series of
fetal deaths from the perspective of the forms of
evaluation and assessment undertaken to determine
the cause of the fetal demise. These data extend
our knowledge of how clinicians determine these
causes, and offer a number of opportunities for
enhancing both the quality of vital statistics
data and the comprehensiveness of clinical care
through more thoughtful interaction between
clinicians, epidemiologists,
professionals.

and public health

Others have described the role of the autopsy in
assessment of stillbirths and neonatal deaths
[Carey 1987; Craft and Brazy 1986; Mueller et al.
1983; Winter et al. 19881. Comprehensive
evaluation of the stillbirth requires assessments
in several areas, including study of the placenta,
ruling out various infectious disease processes,
testing for chromosomal abnormalities or genetic
defects, and dysmorphological assessment where
birth defects syndromes are suspected,
others.

among

Inclusion of the series of check-boxes on type of
evaluation or assessment was expected to decrease
the proportion of fetal deaths with unspecified
causes of death,
increases in

and to lead, over time, to
the proportion of fetal deaths

examined more comprehensively in the determination
of the cause of death. To date, little change in
the leading causes of fetal death has resulted
from this innovation. This is primarily due to
the limited involvement of clinical specialists or
data analysts in the field training program, and
to limited querying of reports with implausible,
extremely unlikely or unspecified causes of death.
The completeness and accuracy of reporting of
types of evaluation or assessment is not known.
This study reported only on statistical data in
the Wisconsin computerized fetal death files.
More extensive validation of these data is clearly
needed, as evidenced by the fact that the
instructions for completing the fetal death report
form suggest that all dead fetuses will have
undergone external clinical evaluation, whereas
only in 1991 did as many as three out of five
reports indicate this method of assessment.

The Wisconsin experience with inclusion of the
panel of check-boxes on type of evaluation or
assessment demonstrates that there exists an
unrealized but potentially symbiotic relationship
between clinical care,
and statistical

medical quality assurance,
reporting requirements in the

field of vital statistics. One example may serve
to illustrate this relationship. Numerous
clinicians have shown the value of placental
examination in routine perinatal care [e.g. Winter
et al. 19881.
that, far

The findings of this study suggest
from becoming more common, the

proportion of fetal deaths with placental
examinations declined sharply from 1989 to 1991
among fetal deaths,
far

a group of events which are
from routine and should merit extra

consideration and clinical evaluation.
fetal deaths with

Even among
Causes attributed to

complications of the placenta, cord and membranes,
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only about half of these cases had reported
placental examinations. Multiple gestations, in
which abnormal placentation is considerably more
frequent, were less likely to have placental
examinations, while fetal deaths occurring during
labor were more likely to be examined than those
occurring prior to labor or during delivery.
These findings suggest a need for clinical updates
and educational in-services for physicians and
nurses involved in labor and delivery care. Field
programs to improve compliance with vital
statistics reporting requirements should integrate
a clinical component which demonstrates the
ability of state vital statisticians to evaluate
appropriateness of care. The focus should not be
solely on completeness of reporting, but rather on
the relevance to clinical practice of the data
items required on the vital statistics
certificate.

The symbiotic link between state reporting
requirements, quality assurance for facilities and
clinicians, and clinical care must be recognized
and integrated in public health statistics systems
if we are to realize the full potential of
enhancements to vital statistics certificates such
as the panel of check-boxes on type of evaluation
or assessment for cause of fetal death.
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FIGURE 5 FIGURE 6
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Status and Effectiveness of Perinatal
Regionalization in Virginia

Sherry Allison-Cooke and Rachel M. Schwartz

Introduction
This study, funded by the Commonwealth of

Virginia explored the effectiveness of perinatal
regionalization from both a process and outcome
pe&pective.  The concept ofperinatal regionalization was
formallv momulzated in the mid 1970’s throueh a
documen;  called”Toward  Improving the Out&me of
Pregnancy.” The goal of the document, and those who
developed it, was to promote uniformity nationwide
concerning the perinatal care of high risk pregnancies and
high risk newborns. Perinatal Centers or tertiary level III
centers were to become the focal point of wide range of
activities within designated regions providing risk
assessment, emergency care, consultation,
outreach/education, transportation, systems management,
coordination of care, and specialty services to high risk
mothers and newborns.

In some locations activities were formal in others
they were not. In Virginia the efforts were more formalized
in nature. In 1980, Virginia established a State Perinatal
Services Advisory Board and in 1983 the Board developed
a Statewide Perinatal Services Plan which recommended a
formal coordinated regionalized system of care. Seven
perinatal regions were develop, all except one, had a
designated perinatal center devoted to high risk services. In
the late 1980’s the Perinatal Services Advisory Board
(PSAB) requested an assessment of the effectiveness of
regionalization and this paper presents the highlights of that
assessment.

Method
The methodological approach was qualitative and

quantitative in nature. The qualitative analysis focused on
identifying current perceptions of gaps, strengths and
weaknesses of each region as perceived by hospitals staff
and physicians both within perinatal centers and outside.
The quantitative analysis focused on measuring the
regionalization process and quantifying its outcome. This
paper describes the quantitative process and outcome
analysis and findings.

The regionalization process analysis asks the
question. Did regionalization occur? The most easily used
measure would be whether or not high risk infants were
more likely to be born in a tertiary center care center post
regionalization. In Virginia the process of regionalization
was initiated in the late 1970’s so a trend analysis which
examined the location of births over ten years for each
region was used to identify if a clustering of high risk births
in regional centers occurred. While there are probably
numerous ways to measure high risk births using the birth
and death certificate this study selected very low
birthweight births (those between 500 and 1500 grams) as
the least controversial measure. The study examined the
change in the percentage of very low birthweight births in
Perinatal Centers, and the proportion VLBW deliveries that
occurred in tertiary settings beyond what would have been
expected to occur based on the hospitals share of all births

in its service region. The latter measure was called the
“residual” because it is the proportion of the residual
market which the perinatal center had obtained. This
approach is a modified version of that published by Powers
and McGill.’  In Virginia calculating the proportion a
Perinatal Center had of the “residual” was relatively easy
because the perinatal regions were defined by the state and
did not need to be created for the study. The calculation is
relatively straight forward and is done by:

1. identifying the proportion of VLBW births at the
perinatal center of all births in the region, or
“market share”.

2. subtracting those from the total; and

3. calculating the proportion of the remaining
VLBW newborns that were born at the center.
That is, how many more VLBW births occurred
beyond what would be expected?

In this approach births in the center are credited to the
center while neonatal transports are not. This is a tough
measure of the regionalization process because it demands
referral of the pregnant women either during prenatal care
or in the early stages of labor. This approach reflects the
preferred trend, that is, assuring that the high risk birth
occurs in the tertiary center through a combination of
patient and physician education and when necessary
maternal transport.

To perform the process analysis the study
documented the obstetrical inpatient care service delivery
system in each region, i.e. which hospitals were perinatal
centers; which were level two facilities, and whether these
were similar across regions. A specially designed survey of
all obstetrical hospitals in Virginia was used to score
sophistication based on services and staffing. The residual
marketshare analysis was then performed for each regional
center in every region. Data were aggregated into five, two
year intervals to reduce the problem of small numbers.

To examine the impact of regionalization on
outcome the study used as its primary measures adjusted
early neonatal mortality (AENM) by hospital within region
for each of the five year two year intervals. The adjustment
was done by applying the birthweight specific mortality
rates of Virginia to the 1985 birthweight distribution for the
U.S. This allowed for a trends analysis which controlled
for changes in the birthweight distribution, thus any
changes in biiweight distribution would not be an issue
for this analysis. Finally, the analysis was performed on
where biis occurred. Thus, biis in a region, were based
on the location of birth not residence of mother. However
the study did examine births by residence of mother to
understand the out-of-state utilization and its impact on
perinatal regionalization.

1 Powers, WF McGill L, “Perinatal Market Penetration Rate. A Tool to Evaluate Regional Perinaral  Programs”
AMJ Perhat& 4:24-28,1987.
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The Virginia birth-death certificate data were used
for all the analyses. It should be noted that while it would
be convenient to use national data files to allow comparison
across states, national files do not include the hospital of
birth or detailed enough address information on the mother.
To perform this analysis as described both are needed. In
addition, state hospital discharge records cannot be used
because deaths can not attributed to the hospital of birth and
birthweight is often not collected.

Findings

Process Analysis
Over all, in Virginia in 1987-1988 the analysis

showed that 90.5% of all births occurred within region of
residence. Of out-of-region births 3.7% occur in Virginia
and 5.8% occur out-of-state. VLBW births out-of-state are
more critical to understanding regionalization, 174 or 8.6%
of all VLBW births occurred out of state, of these 143 or
82% were from only two regions and it is not known if they
were delivered in a perinatal centers, but there was reason
to believe from the qualitative component of the study that
they did go to perinatal centers. The out-of-state issue is
discussed further below.

All regions of the state experienced a trend toward
regionalization as measured by the percentage of the
residual market for each perinatal center. Of critical
importance is the clear trend for the entire state - perinatal
centers’ share of the residual, increased by 90.3% over the
period studied while all other hospitals’ share dropped by
40%. While all regions increased there was variation:
increases were 30.4,40.5,45.8,56.9,57.9.

The graph in Exhibit A shows the change between
1979 to 1988 for each region. Here it is very clear that
some subsections of the state are more regionalized than
others. There are three regions - A, C, and E where
regionalization appears to be less active. The case study
analysis and the hospital surveys revealed that in region E
there is only one designated perinatal center, but there are
three other NICU’s  in the region. When VLBW newborns
born in any hospital with a NICU are combined it was
found that 93% of Region E VLBW newborns are born in
appropriate settings, as such analysis which uses only the
residual market share of the perinatal center can be
misleading. Here the centralized component of
regionalization was not adhered to, yet most infants were
born in an appropriate location. The outcome analysis
examines if it matters whether multiple sites provide care.

Region A is quite different no hospital strictly
qualified as a perinatal center, but there is a hospital with a
special care nursery. In region A 50% of VLBW birth are
born out-of-state. Although it is unknown where these
infants are born it appears that they rely on a Perinatal
Center in a nearby state. Nonetheless 2/3’s  of those VLBW
infants born in the region A are not born in the special care
nursery.

Region C has virtually no out-of-state VLBW births
and only 12.7% of the residual occurs in the Perinatal
Center. Analysis of where women in Region C deliver
showed that 41.8% of the VLBW births occurred in a
perinatal center in another region, thus 69% of all VLBW
births to women residing in region C occurred in a perinatal
center. However, like region A significant proportion of
the VLBW births which occurred in the region not occur in
a perinatal center.

The graph in exhibit B shows VLBW newborn
percentages for perinatal centers. Only region A and C are
noticeably lower than the others. That is 2/3’s of VLBW
births which occurred in region A and slightly more than
half in region C occurred in a m-perinatal center. From
perspective of where VLBW infants are born it appears that
Virginia did very well with regard to regionalization except
there is room for improvement in Region A and C.

Outcome
The next component of the analysis explored how

regionalized high risk care impacted on newborn outcome.
As already noted we examined birthweight adjusted early
neonatal mortality (AENM) as the primary measure of
outcome. Statewide we found that AENM dropped from
6.5 to 3.9 or 38% (see Exhibit C). AENM declined for all
regions, but remained highest in the two regions A and C,
those with the lowest percentage of VLBW infants born in
tertiary settings. These two regions are 24% and 25%
above the rate for the state. Interestingly region E, with the
highest number of Neonatal Intensive Care Units has the
lowest mortality.

Both perinatal center and non-perinatal center
mortality have improved dramatically during the period
studied. But the analysis also revealed that perinatal
centers perform far better than non-perinatal centers even in
regions where market share could be improved. For
example in 1987-1988 the perinatal center in region C had
AENM of 4.2 compare to 6.0 for the non-perinatal centers.
In 1987 and 1988, the overall non-perinatal center adjusted
early neonatal mortality rate was 27% higher than for
perinatal centers. The message of these data is clear - the
location of biih is important to the infant outcome.

A final issue addressed indirectly in this study, is
the issue of race. The data were analyzed to assess whether
minority infants benefited equally from regionalized care.
Although this was not a focus of the study this issue
deserved attention. The data revealed that the AENM for
whites declined 43.8% while for non-whites it declined
31%. For whites it dropped for all regions, but for non-
whites AENM actually rose in two regions, in region C it
rose from 6.3 to 7.3 and in region D it rose from 3.8 to 4.2.
In addition, in these two regions non-white AENM was
lower than for whites in 1979-1980,  but was higher than
that of whites in 1987-1988. These findings would seem to
indicate that the benefits of regionalized care accrued
unevenly by race in these two regions.

The report recommended very specific actions to the
Commonwealth of Virginia for each region all aimed at
improving referral patterns, coordination and collaboration
because the study identified very specific improvements
that could be made. The study however demonstrated that
regionalization not only was implemented, but had a
dramatic effect on outcome. Graph D shows perinatal
centers: increased their total share of VLBW births by
67.4% while non perinatal centers declined 32.7%;
increased their residual market share by 90.3% while non-
perinatal centers declined by 39.5% and reduced adjusted
early neonatal mortality declined by 42.9% while non
perinatal centers rates dropped by 33%. The most
important result of perinatal regionalization was that
adjusted early neonatal mortality dropped by 40%
statewide.
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Exhibit C
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Graph D
PERCENT CHANGE IN SELECTED INDICATORS:

PC VS. NON;PC, VA, 1979-80 TO 1987-88
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A METHODOLOGICAL APPROACH TO IMPROVING PREGNANCY OUTCOMES IN
AFRICAN AMERICAN WOMEN

Cecile H. Edwards, College of Allied Health Sciences, Howard University
0. Jackson Cole, Ura Jean Oyemade, Enid M. Knight, Allan A. Johnson,

Ouida E. Westney, and Lennox S. Westney

I am honored to have been invited to present some
aspects of research in the Howard University ProgramProject,
II Ialtriticn,~Factors, arxltheCutcuasofP~cy."

Although there has been a steady decline in the
infantmortalityrate  inthisnation,  thetwo foldhigher
incidence of infant awrtality  in African Americans has
continued to persist. The satna pattern has existed for
1owbirthweight;the incidenceof lowbirthweight (LSW)
infantsdeliveredtoAfrican&nericanwomenistwicethat
of Caucasian or Hispanic women. But, because a larger
number of low birth weight African American infants
survive, the h-n suffering which attends the higher
incidenceoflowbirthweightismagnifiedinthegreater
mmbers  of black infants with learning difficulties,
visual and hearing problems, autism, cerebral palsy,
chronic lung problems, manta1 retardation, and birth
defects. Although researchers have given intensive
study to factors influencing infant mortality and low
birth weight, little progress has been made in
understanding these problems.

In our study, the incidence of IBW was reduced
from 20.6%, the 1988 incidence in the HowardUniversity
Hospital (HUH) , to 8.9% during the three year period
1985-88. In women enrolled in the prenatal clinic who
were eligible for the project, but not recruited, the
incidence of LBW was 19.4%. In this paper we describe
factors which may account for this reduction and make
reccnmendationstodecreaseLBWinlowinc~populations.

METHODS

This longitudinal, prospective observational
study was designed to describe low income women during
their pregnancies. Purposive sarrpling was employed  in
the recruitment of women who had been admitted to the
prenatal clinics of the HUH or the Department  of Human
Services of the District of Columbia. The objective of
the program project is to investigate nutritional,
madical, biochemical, psychosocial, socioeconomic,
lifestyle, andenviroMlentalfactorsthatinfluencedthe
outcoms of pregnancy in these woman.

The eligibility requirements of the project are
as follows: participants were (a) nulliparous, (b)
betweentheagesof18and35years,  (c) freefromabnormal
hemoglobins (such as sickle cell disease, thalassemia,
and hemoglobin C) and diabetes, and (d) not more than
26 weeks gestation at the time of enrollment.

After the women hadgiven informed consent, the
project- trained interviewers administered the Entry
Questionnaire which provided demographic, lifestyle,
dietary, and sociocultural information. Fasting blood
samples were taken during each trimester of pregnancy
at a nurse-scheduled regular clinic appointment. All
other procedures were performad  routinely in'the HUH
Prenatal Clinic or the clinics of the D.C. Department
ofHumanServices.Womanrecruitedinthelatterprenatal
clinics had to consent to be delivered at the HUH as a
requiremsnt  for participation in the project.

Researchproject interviewers werecautionednot
to give information on nutrition or health, as this was
tobeprovidedaccordingtothe usual procedures of the
clinicbyits staff. TheProject ClinicalNutritionist,
whomet the participants at each prenatal clinic visit,

mailed appointment reminders to each participant on
Thursdays and telephoned them the day before their
appointments. Soon after they had been recruited,
participants telephoned the Clinical Nutritionist on
Sundaystotalkabouttheirproblems, oftencollectively
more than three hours each week.

Physicalandkehavioralassessmentswereperfomed
within 48 hours afterbirth, andincludedthe Braselton
for which the project infant examiners were specially
trained.

Participants completed24hourfocdandlifestyle,
recallandreceivedaseriesofpsycholcgicalassessmants
duringtheirregularmonthlyorbiweeklyvisitsscheduled
by the clinic nurses. Analyses in blood were made by
standardclinicproceduresfor24biochemicalsubstances.
The generic "stress" or "anxiety" construct was
formulated from several validated instmxents. In
addition, a psychosocial interview was conducted which
assessed body image and the social support network.

RESULTS

Eighty percent of the women were single and 17 percent
were married. The maan age of the woman was 22 years
and 38 percent had completed  high school. Forty-one
percent of the household incomes were below $ll,OOO/
year.

of Stress III African and Caucasian

Any profile of demographic, social, andeconomic
factors which characterize Caucasians and African
Amaricans in 1990 in the United States is suggestive of
sourcesofstresswhichdisproportionatelyvisitAfrican
Americans in this decade. Life in the central cities
ofthenation, withitsexposuretogreaterenvironmental
pollution, crima, and a higher level of unemployment,
exacerbates the stress level already imposed on single
parent households. In addition, public documents (1)
over the years show that African Arrerican people have
less inccmeandwealth, liveinmoredilapidatedhousing,
have access to a lower quality of social and public
services, have fewer years of school attendance, and
suffer a higher rate of incarceration than their
Caucasian counterparts.

Psychos&land  Physiologic Stressors
Although crowding, excessive air and noise

pollution, violence, and crime contribute heavily to
stress fromtheextemalenviromt,  AfricanAmericans
are uniquely exposed to a higher incidence of specific
stressors associatedwiththeintemalenvironmsnt: for
example, lactoseintolerance, obesity, andhypertension.
The continuing psychosocial stressor  is racism. One of
the consequences of racism is the loss of self esteem
and the intensification of the feeling of hopelessness.
Until recently, however, the possible inpact of racism
on low birth weight andpremature delivery has received
little attention.
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n. Stress, SoDal Succort.  and Pw

It is widely recognizedthatmatemalnutrition,
social support, stress, substance abuse, and early
prenatal care are related to pregnancy outcome (2,3).

In the Nutrition ProgramProject, my colleagues
havemadesignificantobservationsrelatingpsychosocial
factors with pregnancy outcomes (4) :
l Fewerpregnancy symptoms  were associatedwith having
a positive body image, heightened self-esteem, fewer
stressful life events, relativelyloweranxietylevels,
and higher concern about the delivery and birth.
. There was a significant positive associationbetween

.the frequencyofpositiveandnegativeinteractionswith
social network ne&ers.
l Anxiety was negatively associated with the degree of
self-esteem, the number of disagreements and the tima
spent together with the partner, as well as the rated
degree of happiness in the relationship.
- Greaterfrequencyofpregnancysymptomswasassociated
with reports of more stressful life events, higher
anxiety levels, andraorematemalanxietyconcemingthe
delivery and birth.
More recently, we observed that the size of the social
support system was positively correlated with maternal
semmvitaminE  (n= 48, r= .35,  P= 0.015) andfolate (n=
140, I= .24, P= 0.004) at delivery, and with maternal
plasma zinc (n=  181, r= .20,  P= 0.007) duringthethird
trimester. Zinc is essential for inmune  function and
vitamin E enhance3 irmnzne  response.

Social Support. Health. and Immune Function

Be&man and Syma (5) reported that the
significantly lower mortality risk3 in their patients
withmost  social ties was independent of physical health
3tatus;healthbehaviors  suchas alcoholandtobaccouse;
physical activity; utilization of preventive health
services; and socioeconomic status.

In epidemiologic studies, decreased mortality
andrnorbidityare  associatedwith strong social support
systems. Bovard  (6) hypothesizedthatstressfulstimuli
initiate a conplex  series of neurcendocrine responses
whichleadtogeneralcatabolismandirmomosuppression,
whereas supportive relationships set in motion a
competing response which modifies and helps to
neutralize these harmful  effects. Thomas, Goodwin, and
Goodwin (7) suggest that social  support systems may
intervene between the stressful sthli  and the
physiologic responses to those stimuli.

Oakley (3) concluded, after reviewing the recent
literature on social support in pregnancy as a madium
for decreasing the incidence of low birth weight, that
there is considerable evidence to suggestthatprcgrams
of intervention with the objective of inproving  social
support in antenatal care are capable of influencing
birth weight and other clinically acceptable measures
of pregnancy outcoms.

voutccmes

In Table 1 are shown correlations of other
maternal psychosocial factors with infant gestational
age and head circumference which have been observed in
our research.

Although the mechanism for the positive effect
of selfesteemongestationalage andheadcircumference
cannotbeidentifiedfromourdata, webelievethatthese

observations hold important inplications  for care
delivery in the public health arena. Therrethcdolcgical
approach to prenatal care shouldevolve in the hospital
environment from one of "assembly line care" to one of
eqoweringthelow  inccmswomanwhocome  forhealthcare.
We can empower low incone women, who often have low self
esteem and less than average support systems (4).

cCNcLusIoNs

Intheprenatalclinicpopulationenrolledinthis
study, we have hypothesized that the presence of an
additional "support sy3tem,"  (provided unintentionally
by the programproject as its Clinical Nutritionist and
trainedinterviewers frcm1985through1988,  mayexplain
the remarkable reduction in the incidence of low birth
weight within an urban hospital. There are important
n-&ho&logical inplications  from this research to the
reductionof lowbirthweightbypracticaland~nageable
means in the low income population.

Although review3 oftheeffectofmatemalsocial
support onmatemal health consistently show a positive
effect, considerably greater attention need3 to be
focusedonthis variableinthe public healtharena. The
following recommendations are made: (a) Training of
nurse3whoworkintheprenatalclinictogiveculturally
relevantpsychosocialsupporttowonenwhocomeforcare;
(b) Refocusing the special sensitivity of physicians
assigned to the prenatal clinic on the likelihood of
higher stress levels in low income women and the need
to stimulate higher self esteem in them and decrease
anxiety, where possible; (c) Addition to staff of
prenatal clinics andsocialwelfare agencies of a social
worker or other person who could serve a3 a listener or
confidant to provide a valve for stress. This could
reduce not only the higher rate of low birth weight in
this nation among African Americans, but also the human
suffering attendant to raising an infant withmorethan
one indemnity at birth.

However, itmaywellbethatthose whodonotccma
for prenatal care prior to delivery consider their
personalproblemstoo  corrplexandincriminatingtotake
a chance onincreasingtheir intensitybyconfidingthem
in nurses, doctors, and other health care personnel
associated with the prenatal clinic. In this scenario,

stress could decrease care seeking. Those who would

attempt to bring them in earlier, will need to make the
environment of interaction one of confidentialityandto
advertisethischaracteristicinpublicnessagestoworaan
who remainoutside ofthehealthcare systemduringtheir
pregnancies; (d) Aviablealtemativerrethodforreducing
stress would be the installation of a "Hot Line"  in
prenatal clinics where the pregnant wonen could
anonymously call into have questions answered, or just
to talk with the person who is qualified to answer their
question3 and willing to listen to them. This
recomendation  for the installationof a Hot Line canbe
inplemsnted  wherever low inccee  pregnant women go...in
offices which give assistance with Food  Stms, Aid to
Families with Dependent Children, WIC, and enploynent,
. . . andin churches and schools a3 well. Thus, those who
donotccanetohospitals  forprenatalcarealsocanaccess
this practical approach to stress reduction.

Cole and his coworker3 (4) have highlighted the
centrality of the roles of self esteem, anxiety,
stressful life events, social network size, and the
quality of socialnetworkinteractions inthepregnancy
experience of African American wan. It will be of
interest to determine whether the provision of stress
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valvesduringprqnancyinAfrican~ricanenvironrnents
can reduce the disproportionately higher incidence of
low birth weight in African Amsrican  wonen.

TABLE1

GESTATIONAL AGE

More Respect for Self

Do Things Saa-e
as Most People

Ntir of Social
Network Persons

HEAD CIRCUMFERElKE

343

187

339

0.001

0.042

0.000

I am a Person of Worth 191

TERM  DELIVERY

0.011

Positive Self
Attitude 180 0.036

1.

2.

3.

4.

5.

6.

I.
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INTERMEDIATE VARIABLES AS DETERMINANTS OF ADVERSE PREGNANCY
OUTCOME IN HIGH RISK INNER CITY POPULATIONS

R.K. Sharma, University of Pittsburgh

Introduction - Delineation of the pathways
through which social and economic factors
operate to influence adverse pregnancy
outcomeslhas been an important analytical
advance. This study focused on the role of
maternal medical risks and health behavior
during pregnancy as intermediate variables
through which social and economic factors
influence preterm delivery and low birth
weight - common endpoints for the expression
of many social and bioloHica1  processes that
influence birth outcome. Gestational
age, as reflected in preterm delivery, and
birthweight are causally related and are
important predictors of perinatal mortality.3
Methods - The analysis uses data that was
originally collected to assess baseline
maternal and child health status for a
federally funded initiative “Healthy Start”
that is designed t8 decrease infant mortality
in Pittsburgh, PA. It was based on telephone
interviews of 1004 women of childbearing ages
(15 to 44 years), selected through random
digit dialing procedure, who had a live birth
within three years before the survey. The
focus on live birth may lead to a selection
bias because of exclusion of pregnancies that
do not end in a live birth, resulting in the
diminution of the adverse impact of socio-
demographic factors. A potentially serious
selection bias resulting from the use of random
digit dialing procedures is that it ignores
women from households without telephones who
might be at high risk of adverse pregnancy
outcomes. The interpretation of the data is
also influenced by the fact that women in
the sample are from geographic areas of
Pittsburgh and vicinity that are predominantly
African-American and most of the populations
have low incomes and education. The survey
instrument was constructed from selected
questionnairs used in the “National Maternal
and Infant Health Survey” developed by the
National Center for Health Statistics and
“Pregnancy Risk Assessment Monitoring System
(PRAMS)” developed by Centers for Disease
Control. The survey, which took place between
March 19th and May 12th,  1992, targeted women
living within six high risk geographic areas.
Five areas were located in Pittsburgh,
Pennsylvania, the sixth in the neighboring
municipalities of Duquesne and Braddock. These
areas had an average infant mortality rate of
19.8 per 1,000 during 1988-1990, compared to
10.4 per 1,000 for Allegheny County,
Pennsylvania, the county that encompasses
these communities. The nonwhite infant
mortality in the study area was 26.3 per 1,000,
about three times higher than the white rate
of 9.2 per 1,000. Logistic regression is used
to estimate the adjusted odds ratios for
preterm delivery and low birth weight. SPSS
PC+ V4.1, a statistical software package, was
used to estim3te  the logistic regression
coefficients.

In this exploratory analysis, only the main
effects are estimated. The original intent
of the survey was to collect data on major

risk factors related to adverse reproductive
outcomes and not to test specific hypotheses.
Therefore, given the sample size, the statistical
power is insufficient to detect hypothesized
effects that are small in size.
Results and Discussion - Analysis was based on
the hypothesis that sociodemographic and
economic factors influence preterm delivery
and low birthweight through maternal health
status, maternal health behavior and service
utilization. Sociodemographic factors that
elevate the risk of preterm delivery (defined
here as live births of less than thirty-seven
weeks of gestation) and low birth weight (defined
here as live births of less than 2,500 grams)
include; younger age (less than 20 years),
marital status (single), education (less than
12 years) and race (black). Maternal age was
included as a risk factor even though there is
debate as to whether it is an indgpendent
determinant of pregnancy outcome. Economic
status was measured by household income. Low
economic status, as a social class indicator,
can be expected to increase the risk of adverse
pregnancy outcome, despite the fact that
existing research has not been able to determine
the mechanism that connects economic status to
adverse outcomes. Table 1 presents unadjusted
odds ratios for low birth weight and preterm
births. Being single, black or having relatively
low income has a negative impact on pregnancy
outcome. These factors tend to cluster since
black mothers are likely to be mostly single
and come from low income households. However,
when other factors are taken into account
(see Table 2) none of these variables were
significant predictors of adverse pregnancy
outcome in this study population. This was
expected since sociodemographic and economic
variables influence birth outcomes through
intermediate variables which are controlled
by the analysis.

Two indicators of maternal health status
were used; (i) the number of health problems
experienced during pregnancy, and (ii) prior
fetal loss. Inner city residents without
access to preventive health care and timely
medical care are likely to have poor pregnancy
health status and consequently are at a higher
risk of developing health problems during
pregnancy. Just under one third (31%) of the
mothers reported one or more medical problems
that could interfere with successful pregnancy
outcome. As indicated by both, adjusted and
unadjusted, odds ratios the risk of preterm
delivery and low birth weight increased with
number of medical problems experienced by
mother during pregnancy. Women who developed
two or more medical risks had about three and
a half times the risk of preterm delivery and
two and a half times the risk of low birth
weight compared to those without such problems
(see Table 2).

Prior fetal loss significantly increases
the risk of both preterm delivery and low
birth weight. About 22 percent of the women in
the survey reported that they had suffered one
or more fetal loss. According to adjusted odds
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ratios in Table 2, there was a twofold increase
in the risk of preterm delivery and low birth
among women who had suffered prior reproductive
loss.

the
Unintended pregnancy has by;8 li;k;t  ;ziEh
risk of low birth weight,

been suggested that a woman whose pregnancy
is intended is likely to engage in healthy
behaviors, such as seeking timely prenatal
care, avoiding or decreaseing smoking and
alcohol consumption, gaining appropriate weight
during pregnancy, etc. There are few studies
that treat "unintended" pregnancy as an
explanatory variable. Over half (54%) of the
women in the survey reported that they either
did not want the pregnancy or wanted it later.
As shown in Table 2, unintended pregnancy was
a significant predictor, resulting in one and
one-half to twofold increases in the risk of
low birth weight and preterm delivery, respect-
ively. While there are lingering doubts about
conceptual clarity and me .su
wantedness of prengnacy, " "?~~e$r%less
focuses attention on the role of fpterventions
that reduce unintended pregnancy.

Maternal health behaviors known to be assoc-
iated with loY2b~~:h~~~~o~~~~u~e;  gestational
weight gain, and maternal
alcohol consumption. Gestational weight gain
can be grouped into three categories: less
than 25 lbs., 25 to 35 lbs., or more. Inadeq-
uate weight gain among women during pregnancy
(less than 25 lbs.) increased the risk of
preterm delivery by about 50 percent
compared to those whose weight gain was between
25 and 35 lbs. (see Table 2).

Smoking was a significant risk factor
for low birth weight but not preterm delivery
among these women. Women who smoked during
pregnancy were 1.6 times as likely to deliver
a low birth weight baby as those who did not
smoke.

Adequacy  Of
1 care was measured using

PrwE~ which considers thethe Kessner index
number and timing of visits in relation to
gestational age. About 74 percent of mothers
in the survey had adequate prenatal care;
24 percent had intermediate level of prenatal
care and only 3 percent reported inadequate
prenatal care. Intermediate or inadequate
level of prenatal care is significantly related
to low birth weight but not to preterm births
(see Table 1). When adjusted for other
variables, adequacy of prenatal care is not a
significant predictor of adverse pregnancy
outcomes (see Table 2).

There is a lack of consensus on what the
determinants of preterm delivery and low
borth weight are, except perhaps for the
immediagely precipating events during preg-
nancy. Most of significant risk factors

;;$;; BSUdY
have also been noted in previous

. The high risk behaviors noted in
this population may not be within the pu#ew
of individual choice or  making.
The risk-taking behavior of a substantial
proportion of underclass, inner city residents
is shaped by chronic intergenerational poverty,

environmental deprivation, learned cultural
beliefs and attitudes, social aliepgtion and
disadvantaged neighborhood effect.

Maternal medical risks and health behavior
are significant predictors of preterm delivery
and low birth weight. Medical problems that
develop during pregnancy should have been
diagnosed during prenatal care and managed
through appropriate follow-up. Prior re-
productive loss is also a risk factor and
therefore is included in initial comprehens
risk assessment at the first prenatal visit
The fact that these high risk pregnancies
resulted in a preterm delivery or a low bir
weight infant raises considerable doubts as
to the adequacy and efficacy of prenatal

ive

th

care as currently delivered to the inner city
women in this survey.
1. MOsely WH and Chen LC. An analytical
framework for the study of child survival in
developing countries. Child Survival:
Strategies for Research, Supplement to
Population and Development Review. 1984;
10:25-45.
2. Kline, J., Stein, Z. and Susser, M. 1989.
Conception to Birth: Epidemiology of
Prenatal Development. New York: Oxford, pp.
191-207.
3. Ibid., p. 170.
4. Kramer M.S. Determinants of low birth
weight: methodological assessment and
meta-analysis. Bulletin of the World Health
Organization. 1987; 65:663-737.
5. Kiely JL and Susser M. Preterm birth,
Intrauterine growth retardation and perinatal
mortality. AM J Public Health. 1992;83:341-
345.
6. Allegheny County Health Department. Healthy
Start Comprehensive Plan. Pittsburgh, PA:
Allegheny County Health Department, 1992.
7. Norussis MJ. SPSS Advanced Statistics
User's Guide. Chicago: SPSS Inc., 1992.
8. Geronimus A., Bound J. Black/White
differences in women's reproductive-related
health status: evidence from vital health
statistics. Demography. 1990;27:  457-466.
9. Institute of Medicine (1985). Preventing
Low Birthweight. Washington, D.C.: National
Academy Press.
10. U.S. Dept. of Health and Human Services
(1986). Report of the Secretary's Task Force
on Black and Minority Health (Vol. 6):
Infant Mortality and Low Birthweight.
Washington, D.C.: U.S. Government Printing
Office.
11. Klerman LV, Jekel JF. Unintended preg-
nancy. In: Bracken MB, ed. Perinatal
Epidemiology. New York: Oxford; 1984:283-300.
12. Marsiglio W. and Mott FL. Does wanting
to become pregnant with a first child affect
subseauent maternal behaviors and infant birth
weight. Journal of Marriage and Family. 1988;
50:1023-1036.
13. World Health Organization. Unintended
pregnancy and infant mortality/morbidity. In:
Amler Rw and Dull HB, ed. Closing the Gap:
The Burden of Unnecessary Illness. New York:
Oxford, 1987:130-142.

56



14. Institute of Medicine. Subcommittee on
Nutritional Status and Weight Gain During
Pregnancy. National Academy of Sciences.
Washington, DC: National Academy of Sciences,
1990.
15. Kleinman  JC, Maddans JH, The effects of
maternal smoking, physical stature and
educational attainment on the incidence of
low birth weight. Am. J Epidemiol. 121:843-55.
1985.
16. Gortmaker SL. The effects of prenatal care
upon the health of newborn. AJPH. 1987;69:
653-660.
17. Infant Death and Analysis by Maternal Risk
and Health Care. Washington, D.C.: Institute
of Medicine, 1973.
18. Eberstadt N. America's infant mortality
puzzle. Public Interest, 1991:30-47.  -
19. Kliegman, RM. Perpetual poverty: child
health and the underclass. Pediatrics. 1991;
89:710-713.



Table 1. Unadjusted Odds Ratios for Low Birth Weight and Preterm
I

Births

Variables

Maternal age
14-19
35-44
20-34

Marital status
Single or
previously married
Married

Years of school
Completed
Cl2
12
>12

Ethnic Background
Black
White & Others

Household Income
<$15,000
$15,000-$24,999
Not ascertained
$25,000

No. of medical
problems during
pregnanoy
One
Two or more
None

Prior fetal loss
One
Two or more
None

Unintended
pregnancy
Yes
No

Weight gain during
I

pregnancy
X25 lbs
>35 lbs.
25-35 lbs.

Smoke during
pregnanoy
Yes
No

Alcohol consumption
during pregnancy
Yes
No

Adequacy of
prenatal care
Inadequate or
intermediate
Adequate

Low birth weight

Unadjusted Odds
Ratio

Preterm
births

Unadjust
ed Odds
Ratios

1.57
1.13
1.00

1.35
1.27
1.00

2.04
1.00

1.16
1.00

1.63
1.13
1.00

1.01
0.98
1.00

1.98
1.00

1.28
1.00

1.84
0.65
1.56
1.00

1.38
1.09
1.23
1.00

1.45 1.65
2.61 3.89
1.00 1.00

1.99 1.61
2.99 2.80
1.00 1.00

2.02 1.52
1.00 1.00

2.39
0.95
1.00

1.73
0.88
1.00

1.78 1.27
1.00 1.00

1.14

2.24
1.00

1.01
1.00

1.49
1.00

58



Table 2 Adjusted Odds Ratio for Low Birth Weight and Preterm
Delivery based on Multiple logistic Regression Model

previously married

Cl2 years
12

Black

Not ascertained

pregnancy
One
Two or more

One
Two or more

pregnanoy
Yes

pregnancy
<25 lbs.
>35 lbs.
25 to 35 lbs.

pregnancy
Yes

ring pregnancy
Yes

Adequacy of
prenatal care
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THE "BRIGHT SMILES, BRIGHT FUTURES" CURRICULUM EVALUATION: DESIGNING
HEALTH EDUCATION EVALUATIONS WHICH ADDRESS THE METHODOLOGICAL

CHALLENGES OF COLLECTING DATA FROM YOUNG CHILDREN

Meg Leavy, Ph.D., Macro International, Inc.
Robert S. Gold, Ph.D. and Maria Hernandez, M.S.

Introduct'o
The &&ose of research is to

advance knowledge and/or to guide
decisions (Green, and Gordon 1982).
Basch  (1982) identifies assessing the
comparative worth of programs, providing
objective information which decision
makers can use to make judgements for
the improvement of policies and program
approaches, and enhancing program
efficiency and effectiveness as among
the most important reasons for
conducting evaluation research. In an
applied discipline such as health
education, evaluation research is needed
to accomplish all of these important
tasks. However, evaluating young
students for whom reading and writing
may not yet be possible poses challenges
to this evaluation. Ball (1971) noted
four problems in assessing attitudes of
young children: (1) there is little
stability on children's attitudes, (2)
young children lack test-taking skills,
(3) young children are eager to please
adults and will try to answer according
to what they think the adult wants, and
(4) the child may answer all questions
with the same response. To address
these challenges Ball (1971) suggested
the use of a control group to help
reduce the error associated with the
instability of children's attitudes, the
administration of instruments to
children individually, and a well-
constructed test administered by a
skilled interviewer. Finally Ball
(1971) suggested the using pictures with
measurement instrument items.

The evaluation of the Briaht
Smiles, Briaht Futures program, an oral
health curriculum developed by the Oral
Health Improvement Program for
Elementary Schools (OHIP), was faced
with all of these challenges. The
project was funded by the Colgate-
Palmolive Corporation as part of their
commitment to improving the oral health
of U.S. children. The overall goal of
the program is to provide a planned and
sequential school-based oral health
curriculum which is sensitive to the
needs, interests, and cultural values of
African American and Hispanic children.
The specific objectives of the Brisht
Smiles, Brisht Futures curriculum are as
follows:

0 to improve the health and oral
health knowledge of African
American and Hispanic and other
high risk students in the areas of
personal health (the shape,

function and care of different body
systems), nutrition (the relation-
ship between eating patterns,
foods, and oral health), and safety
(high risk behaviors and other
environmental risks to oral
health) ;

0 to affect African American and
Hispanic students' self-esteem and
attitudes toward oral health
preventive care and the value of
such preventive actions by
encouraging them to accept personal
responsibility for such activities;
to maintain a healthy body; and to
appreciate the role of others in
helping them maintain their health;

0 to positively influence African
American and Hispanic students'
health behaviors by teaching good
decision-making and risk-evaluation
skills, providing opportunities to
promote and maintain personal
health, and encouraging adaptation
to varied social situations.

Puroose
The purpose of this study was to

examine the impact of the Brisht Smiles,
Bricrht  Futures curriculum on three
first grade classrooms in the District
of Columbia. Specifically, the study
was designed to determine if exposure to
the curriculum under controlled
conditions was associated with increases
in oral health knowledge, better
attitudes toward oral health, better
oral health skills, and more positive
oral health behaviors. In order to
accomplish this primary purpose, it was
necessary to: (1) develop measurement
instruments which were capable of
assessing changes in students' knowledge
of oral health issues, attitudes toward

/

oral health, attitudes toward them-
selves, and toothbrushing skills; (2) to
assess the validity and reliability of
the methods used to determine program
impact; and (3) to assess the level of
parental involvement in the program. An
independent implementation evaluation of
the curriculum was conducted in Oakland,
CA, and Philadelphia, PA. The goals of
the implementation evaluation were to
assess how the curriculum was used
and/or modified when implemented under
normal classroom conditions as opposed
to a controlled environment.
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Hvootheses
The hvootheses to be tested related

to changes in students' oral health
knowledge and behaviors, their attitudes
toward oral health, and their
toothbrushing skill. The specific
hypotheses to be tested were:

When initial differences are
controlled for, students exposed to the
oral health curriculum will have an
increase in knowledge about oral health
and will have more positive attitudes
and behaviors toward oral health than
their counterparts who did not receive
the curriculum.

When initial differences are
controlled for, students who are exposed
to the oral health curriculum will be
more skilled at brushing their teeth
than their counterparts who were not
exposed to the curriculum.

Methods
A non-eouivalent comparison group

with pretest and posttest  measures was
used. Criterion referenced measurement
instruments were developed to assess
changes in students' knowledge, and
attitudes. A skill check analysis was
used to assess if the students who
received the curriculum were more
skilled at brushing their teeth than
those students who did not receive the
curriculum. In addition, a survey to
assess parental involvement was
developed and administered.

Student Outcome Instrument
In order to test the hypotheses it

was necessary to develop a student
outcome instrument to measure changes in
knowledge, attitudes and self reported
behaviors, and a skill check analysis to
assess students' tooth-brushing skills.
Criterion referenced knowledge items
were developed to assess if the students
had attained the specific knowledge
objectives identified in the curriculum
scope and sequence. Similarly,
criterion referenced attitude items were
developed to assess if the students had
attained the specific attitude
objectives identified in the curriculum
scope and sequence. The student
instrument was designed with graphic
elements to enhance each respondent's
active participation and understanding.

Picture usage has been evaluated as
effective in the measurement of health
knowledge of first grade children
(Solleder, 1979) and preschool children
(Jubb, 1982). Researchers in the
Community and Family Medicine Department
at the Georgetown University School of
Medicine also support the use of
pictures. Interviewing first grade
students using pictures as well as words
seems to generate the most reliable data
(Bush and Iannotti, personal communica-
Yion) . Consequently, pictures were

developed to accompany each item. The
pictures were developed by an artist and
resembled images presented in the
curriculum's ancillary materials. Bush
and Iannotti also support the use of
comparison groups, and the individual
administration of measurement
instruments.

To determine if the students who
received the curriculum were better at
brushing their teeth than students who
did not receive the curriculum, a tooth
brushing skill check protocol was
developed.

The final student outcome instrument
had thirty-five items, including the
nutrition and safety items, and a skill
check analysis which was administered at
posttest only. The items were grouped
by content (general health, importance

were grouped in this fashion to mai:::?:
nutrition, safety,

continuity. Items whose correct
response was "yes 11 were interspersed
with items whose correct response was
II no It . Each item (both text and g:;ture)
was placed on a separate page.
thirty-five pages were placed in a three
ring lose leaf binder.

Quality control measures were
employed to keep the measurement error
at a minimum and increase inter-rater
reliability. With criterion referenced
measurements, systematic error affects
the correspondence between observed
scores and the criterion. In other
words, data with systematic error will
fail to reflect the criterion of
interest. Specifically, data collectors
received extensive training. In
addition each data collector field
tested the instrument with approximately
fifteen first grade students enrolled in
two District of Columbia public schools
which were not participating in the
evaluation.

Measurement validitv  and Reliabilitv
The following efforts, which were

executed during instrument development
and field testing, were made to maximize
the supporting evidence for validity.
These efforts focused on reducing
measurement error and on providing
strategies for the appropriate use of
the resultant scores.

To increase the utility of the
scores, criterion referenced items were
used. Criterion referenced, as opposed
to norm referenced tests, provide
absolute interpretations (Glaser, 1963).
Popham  (1988) suggests that criterion
referenced tests are more useful than
norm-referenced tests in determining the
effectiveness of a curriculum. The
measurement instruments which were
developed determined whether the student
had achieved a specific objective or
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not, and were useful in deciding what
aSpeCts of the curriculum enhanced
student learning.

The following steps were taken to
provide supporting evidence for the
validity of the instruments. The student
outcome instrument was reviewed by an
expert panel to determine if the
instrument adequately addressed the
content of the specific objectives.
Educational, dental, and developmental
specialists reviewed the instrument to
determine not only if it covered the
content, but if it was developmentally
appropriate for the students as well.
The instrument was field tested in the
Washington, D.C. area. During field
testing data concerning the clarity of
the instrument items, the difficulty of
the instrument items, and the ordering
of the instrument items were collected.
Warm-up questions were administered
prior to the criterion- referenced
items. These warm-up items assisted the
interviewer in determining if the
student understood the test taking
procedures. The items also helped the
children feel comfortable with the test-
taking situation. Developmental
specialists were consulted to help
develop appropriate the warm-up items.

For those objectives which require
more than one item, a measure of
internal consistency will be calculated.
An alpha coefficient was calculated to
determine the reliability of all scales.

Student Outcomes
Four statistical strategies were

used to analyze the student outcome
data; repeated measures analyses of
variance, a one-way analysis of
variance, a discriminant analysis, and
follow-up Chi-square analyses. Four
repeated measures analyses of variance
were conducted to determine changes in
knowledge. A one-way analysis variance
was conducted to determine changes in
skill. A discriminant analysis was
conducted to determine which variables,
if any, discriminated between students
from the experimental and comparison
schools. Finally, chi-square analyses
were conducted in a post hoc examination
of the findings of the discriminant
analysis. Descriptive statistics were
calculated, where appropriate, for both
distributions to provide evidence for
normality and variance homogeneity.

Although students were not randomly
assigned to treatment and control
groups, the data suggest that there were
no serious pre-existing differences
between groups which would threaten the
internal validity of the findings. Only
eight cases were lost to student
attrition and/or the inability to match
pre and posttest  scores.

Knowledge
There were no significant

differences between pretest scores for
the experimental and the comparison
schools, indicating that the students
from all four classrooms had similar
oral health knowledge, attitudes, and
behaviors. However, at posttest,
students from the experimental school
had a significant increase in knowledge
about the importance of healthy oral
structures, and had significantly more
knowledge about the importance of
healthy oral structures than their
counterparts who did not receive the
curriculum. Similarly, students from
the experimental school had a
significant increase in knowledge about
preventive oral health measures, and, at
posttest, had significantly more
knowledge about the preventive measures
than their counterparts who did not
receive the curriculum.

There were no significant
differences between the experimental and
the comparison schools for knowledge of
dental sealants. All of the students in
the study knew more about dental
sealants at posttest, however the sample
mean for the five point scale was low,
indicating that neither the experimental
nor the comparison group had a
substantial amount of knowledge about
dental sealants. Similarly, all of the
students knew more about tooth loss and
safety at posttest  time. However, the
change in knowledge about tooth loss,
although statistically significant, was
small.

Students from the experimental
school had a significant increase in
knowledge about foods and drinks which
were good for their teeth, and had
significantly more knowledge about foods
and drinks which were good for their
teeth than their counterparts who were
not exposed to the curriculum.

Attitudes and Behaviors
Students from the experimental

school reported at higher frequencies
(1) visiting the dentist, and (2)
brushing their teeth in the morning and
at night. These two behaviors
discriminated between students who
received the curriculum and those who
did not. No other attitude or behavior
items discriminated between the groups.

Skill
Students from the experimental

school were better skilled at brushing
their teeth than those students who did
not receive the curriculum.
Conclusions and Recommendations

Results from this study indicate
that students who received the Brisht
Smiles, Bricrht Futures curriculum
successfully met seven of the twelve
curriculum objectives, and obtained
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requisite knowledge for the attainment
of the nutrition and safety behavioral
objectives. However, more importantly,
results form the evaluation of the
Briqht Smiles, Briqht FUtUreS curriculum
suaaest that valid and reliable data can
be-zollected  from young children.
Specific recommendations are as follows:

1. Have data collection instruments
reviewed for both content and for
developmental appropriateness.

2. Use pictures to enhance individual
student's participation and
understanding.

3. Intersperse correct yes and no, or
a, b, c responses.

4. U;;e  warm-up items to verify that
students understand the procedures
and to help the students become
comfortable with the process.

5. Administer instruments individually
to help students focus.
All in all, health education is

faced with numerous challenges, one of
which is collecting data from young
children. The objectives of health
education curricula and adequate
measurement techniques need to be well
conceived before program implementation.
Appropriately addressing research
challenges will enhance the quality of
data produced by health education
evaluations, which hopefully will lead
to demonstrated program effectiveness.
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EFFECTS OF MATERNAL EDUCATION AND ACCESS TO MEDICAL CARE ON
ANALYSIS OF INJURY RISK ACCORDING TO PATTERNS OF CHILD CARE

Mary D. Overpeck, National Institute of Child Health and Human Development
Jonathan B. Ketch, Ann C. Trumble

An analysis of injury risk to all
U.S. children ages O-5 demonstrated that
the relationship of socioeconomic patterns
of child care use and access to medical
care were similar.' Such similarity may
lead to bias in assessment of medically-
attended injury risks associated with non-
guardian child care of all types.
Without stratifying by maternal education
and adjusting for having either health
insurance or Medicaid, having a place to
go for sick or injured care, and other
demographic variables, the findings on
injury risks associated with child care
use would be reversed. The following
analysis demonstrates the effects of the
interaction of patterns of use of child
care and access to medical care coverage
on both the reporting and analysis of
medically-attended injury risks associated
with non-guardian care in centers, family
day care homes, and in the child's own
home.

Otherpopulation-based survey studies
have shown lower incidence of reported
injuries and chronic conditions associated
with low socioeconomic status or no health
insurance and between racial
ies * 3 4

categor-
The need to consider the ef-

fects of access to medical care coverage
was found in a previous analysis of these
data which showed that children cl8 years
old without either health insurance or
Medicaid were significantly less likely to
report medically-attended injuries than
those with any medical care covera
for injuries defined as serious.4

e even
The

analysis showed those with Medicaid were
as likely to report medically-attended
injuries as those with health insurance,
for both total and serious injuries, after
adjustment for having a place for sick or
injured care, maternal education, age,
race and sex. Therefore, having either
health insurance or Medicaid is used as
the definition of 'having medical care
coverage' in the following results.

METHODS. Data on medically-attended
injuries and also on regular sources and
hours of child care for children under six
years old were collected as part of the
nationally representative sample of all
U.S. children from the 1988 Child Health
Supplement (CHS) to the National Health
Interview Survey (NHIS) . The NHIS is a
multistage probability sample household
interview survey of the U.S. civilian
noninstitutionalized population.6  For the
CHS, one sample child ~18 years old was
selected from each family with children
according to a predetermined probability
of birth order yielding an overall re-

sponse rate for the NHIS-CHS of 91 per-
cent. The sample included 6,209 children
under age six representing 22 million
children in the U.S. after final weighting
with the poststratification variables of
age, race, and sex. Final weights adjust-
ed for nonresponse are applied to all data
in the results section.

Analysis is based on linear regres-
sion modelling of the predicted risk of
injury associated with an increasing
number of hours in each type of child care
after adjusting for confounders (predict-
ed injury risk = hours in each type of
care + confounders). Both injury risk and
the number of hours of care are continuous
variables. A backward stepwise  approach
using resealed  weights to assess signifi-
cant covariates in the model is being used
as recommended for large complex surveys.7
Confidence intervals are based on standard
errors produced by SUDAAN which adjusts
variance estimates to account for the
complex multistage sample design of the
survey.'

Injury questions included details on
the nature, cause, place of occurrence and
severity of all medically-attended inju-
ries occurring in the previous 12 months
(including doctor visits, telephone calls,
or emergency room visits). Predicted
probability of injury risk is a continuous
outcome variable based on number of inju-
ries occurring during the previous 12
months divided by number of children in
the stratum. Injuries resulting from
complications of medical treatment (E-
codes 929-949, 870-879)  are excluded.

Injuries are analyzed according to
severity levels. Medically-attended
injuries serious enough to have some
effect on the child show more stability
with increasing time from the injury event
to the time of reporting due to the ef-
fects of recall and differences in care-
seeking patterns.' Serious injuries are
defined by the following effects on the
child: (1) caused him/ her to stay in bed
more than half of a day; (2) had any
limitations or was prevented from doing
usual childhood activities; (3) had one or
more nights in the hospital; (4) had
surgery, including bone setting or stitch-
es; (5) had pain often or all of the
time; or (6) bothered him/her.

Child care questions were asked about
any regular types of non-guardian child
care arrangement during the previous four
weeks, any changes in care during the past
year, 'main' type of child care used in
the previous year prior to the last four
weeks, place of each type of care, and
hours per week in each place of care.
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Number of hours per week during the past
four weeks in any type of regular child
care were asked for up to three places of
care in addition to attendance in any
nursery school, preschool, or school
setting (including extended day care
before and after school). Number of times
the place of care had changed in the past
12 months was also determined.

Types of regular non-guardian child
care are classified as follows:
0 center-based care - day care centers,
nursery schools, preschools, or school
settings with or without extended day
care, and day camps;
0 family day care home - baby sitter's
home, including the home of relatives; or
0 own home - babysitter or relative in
child's own home.

If a child had no care in the past
four weeks but had received care in the
past 12 months, hours per week in the main
type of care received in the past 12
months are used. After deleting records
where either number of hours or type of
care was unknown for either the past four
weeks or during the past 12 months, the
analytic sample size is 6,071 (99.4% of
the total sample). Data were edited to
account for changes in the care pattern
across the previous four weeks and past 12
months.

Significant covariates retained in
all models include having health insurance
or Medicaid, having a place for sick or
injured care, years of maternal education,
multiple places of child care, age, sex,
and race. Maternal education is catego-
rized as cl2 years, 12 years, and >12
years. Additional, but generally nonsig-
nificant, covariates assessed are changes
in the child care place during the year,
number of adults and children in the
household, hours worked by the mother,
income level, urban/rural place of resi-
dence, and number of times child had
moved.

RESULTS. Bivariate unadjusted medically-
attended injury risks are lowest for both
total and serious injuries for children
without medical care coverage (either
health insurance or Medicaid) or whose
mothers have lower educational levels
(Figure 1). Children without coverage are
30% less like to have a medically-attended
injury reported than those with coverage
(RR=.70, CI=.54 to .91). Injuries defined
as serious also are about 50% less likely
to be reported for children without cover-
age compared to those with (RR=.47, CI=.31
to .71). A similar pattern is shown when
comparing medically-attended injury risk

Figure 1. Unadjusted Injury Risk by Medical Care Coverage and Maternal Education
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Figure 2: Use of Non-guardian Child Care by Maternal Education Levels

< 12 Yrs. Education 12 Yrs. Education > 12 Yrs. Education

by maternal education levels. Total
injury risk for children of mothers with
cl2 years of school is about 30% less than
for those at the highest education level
(RR=.66, CI=.50 to .87). The latter
effect is significant even when control-
ling for medical care coverage within
maternal education levels.

Figure 2 shows that use of non-guard-

ian child care differs by maternal educa-
tion levels. Fifty-seven percent of
children with mothers who had ~12 years of
education are not in any child care com-
pared to 38% with 12 years and 28% at the
highest education level. Mothers with the
highest educations are most likely to use
center-based care (at 35%) compared to
only 18% at cl2 years of school.

Table 1. Percent all U.S. children in each type of care according to maternal education
by hours in care for each age, 1988

Maternal Education
for each age

Total
all
LYE=

No
Care

135 >35 135 z-35
hours hours hours hours

535
hours hours

All ages 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

e 12 years** 20.0 28.4 13.2 8.6 10.2 12.7 15.0 26.0
12 years 41.1 42.1 38.4 42.1 42.0 43.8 38.8 41.0
5 12 years 38.9 29.6 48.3 49.4 47.8 43.5 46.2 33.0

< l-l year 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

c 12 years** 21.2 27.0 13.5 10.2 11.3 10.2 13.5 18.3
12 years 38.3 39.0 28.5 37.2 40.1 40.3 30.7 39.1 I
5 12 years 40.5 34.0 57.9 52.5 48.6 49.6 55.7 42.5

2-3 years

< 12 years**
12 years
> 12 years

100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

20.0 28.6 7.4 8.9 9.1 13.9 14.8 23.3
41.1 44.4 34.3 41.7 42.5 45.4 42.6 43.3
38.9 27.0 58.3 49.4 48.4 40.7 42.5 33.4

4-5 years

+z 12 years**
12 years
> 12 years

100.0 100.0 100.0

15.3
41.0
43.7

100.0 100.0 100.0 100.0 100.0

21.2 31.8
38.3 45.8
40.5 22.4

7.7 10.3 15.1 16.4 41.2
44.0 43.2 47.1 42.1 40.8
48.3 46.5 37.8 41.5 18.0

Center-based Family home Own home
>35

*The number of hours is based on hours in each type used during the previous twelve
months. A child may be in more than one type of care.
**Includes 2 percent of all mothers for whom education was unknown because the mother
did not live in the household or respondent did not know the number of years completed.
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The proportion of children in each
type of child care, or no care, also
differs by maternal education levels: 20%
of U.S. mothers have cl2 years of school
but their children represent 28% of all
children with no child care (Table 1,
columns 1 & 2). Almost 40% of all mothers
have 212 years of school while their chil-
dren comprise only 30% of children without
child care.

Table 1 also shows that as the child
ages, the tvoes of care used and the hours
of exoosure  to each type of care change.
The difference in distribution of children
by maternal education level in each type
of care increases with age of the child.
Children of mothers with the lowest educa-
tion represent 27% of ages 11 in no care.
While the percent increases only slightly
to 31.8% of those not in care at ages 4-5,
the proportion of children of mothers with
the highest education decreases from 34%
of those with no care at ages 51 to only
22.4% at ages 4-5. Similar reversing of
proportions occurs for children cared for
in their own homes with differences by

Figure 3. Unadjusted
by Medical

Relative Risk
,.2_ .,.. ,. ,. ,......

,_..

0.8.

0.6-
I

number of hours of care. Mothers with the
highest education level have a dispropor-
tionately high percent of all children in
center-based care at any age. However,
they represent almost 60% of children in
center-based care for 135 hours a week
until ages 4-5.

The crude relative risk of injury
comparing no child care to any care by
medical care coverage and maternal educa-
tion status demonstrates the potential
effect from the association between no
medical care coverage and low maternal
education (Figure 3). Those with no
medical care coverage consistently report
lower injury risks for children with no
child care compared to children with care.
This is shown by a 95% confidence interval
of the relative risk that is below the
value 1. The pattern is the same for the
lowest maternal education level, injury
risk, and use of child care. At higher
maternal education levels, the relative
risk for those with no child care is not
significantly different from those using

Relative Risk of Injury comparing No Child Care to Any Care
Care Coverage and Maternal Education

No Yes
Medical Care Coverage

< 12 years 12 years > 12 years
Maternal Education

Total Injuries

: I
:Ii flI#lLTl‘1 1

8’ ‘, I
-

c  12years 12 years > 12years
Medical Care Coverage

Serious Injuries
Maternal Education
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care. The same interactions occur for
serious injuries.

However, the simple comparison of the
relative risk of injury for those in no
child care versus those in any care is
complicated by changes in the pattern of
use of child care and in occurrence of
injuries according to age of the child
(Fig. 4). Use of child care in the
child's own home remains fairly constant
with age. Use of family day care homes
decreases slightly after age two. The
predominate child care shift with age is
from no child care to center-based care.
At the same time, risk of injury increases
with age, consistent with developmental
stages of children and their wider injury
exposures. The result is an apparent
correlation between increasing use of
child care and injury risk, particularly
for center-based care.

This interaction between patterns of
child care use by maternal education and
injury risks with age requires a strati-
fied data analysis by both maternal educa-
tion level and age. The predicted risk of
injury associated with each type of child
care is modelled  within the three levels
of education for three two-year age groups
and for both total and serious injuries.

The resulting models are then adjusted for
medical care coverage and other covar-
iates. The large sample size is robust
enough to allow tests of significance in
all models as long as both injury risk and
hours of child care exposure were kept as
continuous variables. The final results
generally show no increased injury  risk
with increasing hours of child care at any
age in most care types. However, one of
the findings which would have been re-
versed without accounting for maternal
education and medical care coverage is a
decreased risk of serious injury with
increasinq  hours in center-based care at
ages 4-5 (pcO.05).

DISCUSSION. This analysis assesses the
effects of the interaction of patterns of
use of child care and medical care cover-
age on medically-attended injury risks
associated with non-guardian child care.
Both total and serious medically-attended
injury risks are lower for children with-
out medical care coverage or those whose
mothers have lower education levels. The
least educated are less likely to use any
child care, and particularly center-based
care, while those with the highest educa-
tion levels are most likely to use center-

Figure 4. Percent of Children in each Type of Non-guardian Care and Injury

% *
Risk by Age

Injury Risk
80 , 0.2

+ Center-based

* Own home

+ Family day care

60

40

20-

i

0

0 1 2 3 4 5
Age in years

* Percents add to more than 100 because a child may be in more than one type of care
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based care. The distribution of children
by hours in each type of care also differs
with maternal education level and age as
more children move from no child care to
center-based care. The apparent effect
resulting from interaction between pat-
terns of use of child care and medical
care coverage is lower injury risk assess-
ments for children with no child care
compared to children using care, and
particularly center-based care. Those
using center-based care may renort higher
medically-attended injury risks because
they are more likely to have medical care
coverage.

Therefore, assessment of risks of
injury associated with child care may be
biased without measuring and accounting
for socioeconomic factors. This study
demonstrates the potential bias toward
findings of lower injury risks in low
socioeconomic groups that can result when
using records frommedical care sources or
from self-reports of medically-attended
injury. However, the opposite bias could
result if parents are less likely to seek
medical care for injuries occurring at
centers than at home as suggested by Ketch
et al."

Without the additional information on
socioeconomic factors of families report-
ing injuries that was available for ad-
justing results of this analysis, children
with no child care would have appeared to
have less injury risk. Assessment of
relative risks of injury according to
patterns of use of child care is biased
without accounting for interactions among
use of medical care, maternal education,
and types and hours of child care.

Recent studies have addressed safety
and health in
care  11 12 13

non-guardian child
* I I Measures of the quality of

a child care setting such as licensure,
the staff/child ratio and care-giver
education were incompletely reported in
these data.14 They should be included as
modifiers in other studies of injury risk
by type of care. At a minimum, studies
using medical treatment sources for injury
analysis should control for maternal
education or income and distribution of
types of child care used in their patient
population.
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DRUG AND ALCOHOL FINDINGS:

NEW YORK STATE STUDENTS IN FIFTH AND SIXTH GRADES

Blanche Frank, New York State Office of Alcoholism and Substance Abuse Services
Gregory Rainone,  Rozanne Marel,  Zahra Aryan, Norman Williams, Torrington Watkins

INTRODUCTION
Periodically, the Bureau of Applied Studies
of the New York State Office of Alcoholism
and Substance Abuse Services conducts a
major survey of substance use among
students in public and private schools
throughout the State. In the winter of
1989-1990, the Bureau conducted its most
recent survey, which sampled an especially
large segment of the youthful population.
Students in grades seven through 12 usually
constitute the survey sample. This time
the study included fifth and sixth graders
as well, since findings from earlier school
surveys suggested that many students began
using drugs before entering the seventh
grade. A sample of 10,656 fifth and sixth
graders was included in the study,
representing approximately one-half million
students in these grades in public and
private schools throughout the State. This
paper describes findings for these younger
students, most of whom are 10 and 11 years
of age.
Methodologically, a self-administered
questionnaire was designed specifically for
fifth and sixth graders. The instrument
maintained students’ anonymity , and was
available in both English and Spanish.
Specific questions tapped the use of and
exposure to alcohol, tobacco, and a variety
of i l l i c i t substances. The following
section focuses on the youngsters’ own
substance use and exposure to substance use
on the part of others. The second section
focuses on the important l i n e s  of
communication to the children.
1. Substance Use and Exposure to Use
Overall. fifth and sixth qraders show very
low rates of substance use. Nevertheless,
it becomes evident from the survey’s
findings that many youngsters live in
environments where their close friends use,
where they have been offered a variety of
substances, and where they have actually
witnessed others using illicit substances.
The highlights that follow discuss use
rates among students and student exposure
to substance use.
A. Substance Use
Of the substances queried by the survey1
those most frequently used were alcohol
and, to a lesser extent, cigarettes.
Nearly one-third (31 percent or 131,000) Of
the students in grades five and six
reported that they had had a drink of
alcohol in their lifetime--“not just a sip
or taste “--and 15 percent or 62,000
students reported that they have smoked
cigarettes. Regarding use of specific
alcoholic beverages, wine or wine coolers
were the most popular, followed closely by
beer. Over one-quarter (28 percent or

113,000) of the students reported that they
had had wine or wine cooler, while
one-quarter (101,000) reported that they
had had beer in their lifetime. The number
of students who reported that they had had
a drink of liquor in their lifetime was
much lower (12 percent or 49,000).
The rate of use of illicit substances was,
as one would expect, quite low when
compared t o  l i c i t substances such as
alcohol and cigarettes. Some i l l i c i t
‘substances, however, were more prominently
reported than others. The rates of use of
marijuana (two percent or 7,000) and
inhalants (also two percent 1, while
extremely low in absolute terms, were
nonetheless approximately twice as high as
the rates reported for other i l l i c i t
substances. In addition to lifetime drug
use, the survey also asked about recent (in
the past six months) and current (in the
past 30 days) use. Given the low rates of
use in this population, the analysis of
findings on substance use will be
restricted to lifetime use.
B. Substance Use of Close Friends
As noted in the introduction, the survey
asked about the extent of student Is
exposure to substance use as well as the
extent to which students perceived that
their friends engaged in substance use.
The value of exploring these factors is
that both exposure to substance use and
perceptions surrounding such usage may
influence one’s own propensity to use
substances. Thus, three facets of exposure
were queried:
.substance  use of close friends;
.witnessing  actual episodes of use; and
.being offered licit and illicit substances.
The findings regarding substance use of
close friends, as expected, parallelled
findings regarding students’ own usage, but
almost consistently exceeded students’
use. The substances most prominently
reported by students as being used by close
friends were cigarettes (28 percent or
117,000) and alcohol (23 percent or
94,000). Regarding close friends’ use of
il l icit  drugs, mari  juana was the most
frequently reported substance (seven
percent or 27,000), followed by the use of
inhalants, and some form of cocaine (both
at four percent).
Although the proportion of students
reporting use of specific substances by
close friends usually exceeded the
proportion of students who reported that
they had actually used these substances,
alcohol use was an exception. While only
23 percent of students reported that their
close friends used alcohol, 31 percent
reported that they themselves had actually



had a drink of alcohol in their lifetime.
It should be noted that some discrepancies
may be accounted for by the fact that
respondents always knew about their own use
but may not have known about their friends’
use. In addition, a student may have many
close friends and these may also be the
close friends of other respondents.
C. Students’ Exposure to Actual Use
In addition to questions on student’s
perceptions of friends’ substance use, the
survey also included questions on students’
exposure to episodes of actual use.
Students were asked about instances of
actual use “in real life (not just on TV or
in movies)” and being offered substances.
In many instances, the findings were
particularly dramatic.
Regarding the extent to which students
witnessed instances of actual use of
illicit substances, marijuana was the most
frequently reported substance (42 percent
or 174,000),  followed by the use of cocaine
in any form (27 percent or 113,000),  crack
or freebase (20 percent or 79,000), and,
most unexpectedly, heroin (13 percent or
55,000). Data on ever seeing alcohol and
cigarettes are not presented since these
are legal substances that are widely used
in the adult population.
Interestingly, instances of inhalant use
(glue and “laughing gas” or nitrous oxide),
while more widespread than the use of
cocaine, crack, or heroin within this
population, were, nonetheless, less likely
to have been witnessed by students.
Instances of glue sniffing were witnessed
by 11 percent or 44,000 students and
instances of the use of nitrous oxide were
witnessed by six percent or 25,000 students.
D. Students Being Offered Substances
Regarding the extent to which students were
offered both licit and illicit substances,
alcohol and cigarettes were the most
frequently reported. Nearly one-quarter
(24 percent) of the students reported being
offered each of these substances. As far
as i l l i c i t substances are concerned,
marijuana was the most frequently offered
substance ( seven percent or 30,000),
followed by cocaine in any form (five
percent or 19,000). Exhibit 1 presents for
many of the substances a comparison of
findings for “ever seen use,” “ever
offered,” and “ever used.” As expected,
the likelihood of having ever seen a
particular substance used is considerably
greater than having been offered the
substance, which is, in turn, usually
greater than the students’ use of  the
substance. Findings for having been
offered alcohol, however, remain an
exception. As with use of alcohol by close

f fiends, the proportion and number of
students who reported having been offered
alcohol (24 percent or 99,000) was exceeded
by the proportion and number of students
who reported having had a drink of alcohol
(31 percent or 131,000). One explanation
may be that for some students, the early
use of alcohol may occur on a solitary
basis.
Two other findings are also noteworthy.
First, the number of students who reported
that they were offered cocaine in any form
exceeded the number who reported being
offered glue (three percent or 13,000).
Second, the number of students who reported
that they were offered crack (three percent
or 12,000 students) was virtually the same
as the number who were offered glue and, at
the same time, somewhat higher than the
number who were offered “laughing gas” or
nitrous oxide (two percent or 7,000). Yet
Exhibit 1 suggests that, despite this
higher level of exposure, students were
still more likely to have used inhalants
than cocaine. This may be because of the
higher level of danger and also social
stigma that is attached to cocaine use
vis-a-vis inhalant use for this age group.
II. Influences and Lines of Communication
Although these young students have had
little experience in using the substances
queried, they surely have been exposed to
the use of these substances on the part of
others. Consequently, it is important to
understand additional influences on these
young students that may be useful in the
prevent ion of substance use. The
questionnaire probed a variety of links to
the students, including the perception of
parental attitudes, recent sources of
information in school, and students’
preferences for seeking help for a drug or
alcohol problem.
A. Parental Attitudes and Substance Use
As a way of discerning parental attitudes
regarding substance use, students were
asked two questions. One question asked
how students’ parents felt about children
their age drinking beer; the second
question asked how their parents felt about
children their age using mari  juana.
Generally, students’ perceptions regarding
parental attitudes on marijuana use were
clearer than those regarding parental
attitudes on alcohol use. While slightIy
over one-third of the students (35 percent
or 138,000) either did not know how their
parents felt regarding alcohol use or felt
that they neither approved nor disapproved,
less than one-quarter of the students (22
percent or 87,000) made similar claims
about parental attitudes regarding
marijuana use.



Moreover, students were more likely to
report that their parents disapproved of
mari juana use, While parental disapproval
of beer drinking was reported by b3 percent
(252,000 1 of students, parental disapproval
of marijuana smoking was reported by 75
percent (305,000).
i3. School Sources of Information
The students were asked to identify school
sources for drug or alcohol information
that they may have received “since school
began in September.” Several school
sources were listed, and students were
asked to indicate “No” or “Yes” for each
choice. “Health class” and “assembly
program” were the most frequently reported
sources of information (40 percent for
each). The second most frequently
identified was “drug counselor” (36 percent
or 140,000),  followed by “science class”
(27 percent or 106,000), “guidance
counselor ” (19 percent or 72,000),  and,
finally, “social science class” (16 percent
or 62,000). While the predominance of
health class in disseminating information
is not very surprising, the finding that
over one-third of students have received
information from drug counselors is
interesting for two reasons. First, it may
be an indication of the widespread use of
school-based prevention services. Second,
it is an illustration of how drug abuse
prevention counseling provides information
as well as intervention.
C. Student Preferences for Help
Finally, the survey included a question on_.
where students would go if they “were USing
drugs or alcohol so much” that they needed
help (see Exhibit 2 i . The question
provided students with a list of sources of
help to respond “Yes” or “No” to as many
sources as they wanted. The answers give
some clue to the resources that young
students value.
Clearly, the most popular source of help
chosen by students was “parents” (74
percent or 291,000),  while the least
popular was “your brother or sister” (44

percent or 168,000). “Friends” was only
slightly more popular than siblings as a
source of help (47 percent or 179,000).
“Program or counselor in school,” chosen by
54 percent (211,000) of students as a
source of help, was virtually tied with
“program or counselor outside of school”
(53 percent or 206,000). Furthermore, both
choices were less likely to be selected as
sources of assistance than either “medical
doctor” (59 percent or 228,000) or “another
person, ” such as grandparents, other
relative, or clergyman (57 percent or
219,000 students). These findings
apparently suggest that fifth and sixth
grade students tend to turn to particular
adults outside the school setting, and that
parents hold a very special trust in this
regard.
D. Findings for New York City
In analyzing the findings in depth, New
York City _ students are o f  _ s&cial
interest. Substance use rates for these
fifth and sixth graders were extremely low
and were identical to the State average.
What differed was the students’ report of
witnessing drug use by others “in real life
(not just on TV or in movies).” New York
City youngsters were much more likely to
have seen illicit drugs used than were the
students in the State as a whole. For
instance, 45 percent of New York City
students had witnessed the use of cocaine,
but only 27 percent of New York State
students had been similarly exposed. A
total of 22 percent of the city’s fifth and
sixth graders had seen heroin used,
compared with 13 percent of students in the
State as a whole.
The school, however, may be a mediating
force for New York City students. Various
lines of communication to the students were
explored. New York City students were more
likely than other students in the State to
indicate that a school drug counselor was a
source for drug or alcohol information and
that a school counselor was a preference
for help with drug or alcohol problems.



Exhibit 1
Extent of Exposure to and Use of Selected Substances

Among 427,000 Students Enrolled in Grades5 and 6 in New York State
Winter 1989190

Tvoe of Substance

Alcohola
Ever Offered
Ever Used

Cigarettesa
Ever Offered
Ever Used

Any Inhalantsb
Ever Seen
Ever Offered
Ever Used

Marijuana
Ever Seen
Ever Offered
Ever Used

Crack
Ever Seen
Ever Offered
Ever Used

% N

24 99,000
31 131,000

24 100,000
15 62,000

14 59,000
4 17,000
2 9,000

42 174,000
30,000

; 7,000

20 79,000
3 12,000
1 3,000

Any Cocaine
Ever Seen
Ever Offered
Ever Used

HeroinC
Ever Seen

TOTAL NUMBER OF STUDENTS

27 113,000
5 19,000
1 4,000

13 55,000

427,000

Example of How to Read the Table: Among fifth and sixth graders, an estimated 42 percent have
seen the use of marijuana”in  real life (not just on TV or in movies),” seven percent have been offered
marijuana, and two percent have actually used marijuana.

aSince alcohol and cigarettes are legal substances that are widely used, “Ever Seen” is not presented.

bInhalants include glue, sprays, and “laughing gas.”

‘Questions specifically asking “Ever Offered” or “Ever Used” heroin were not included.
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EXHIBIT 2: PREFERENCES FOR HELP WITH A DRUG OR ALCOHOL PROBLEM
AMONG 5TH AND 6TH GRADERS IN NEW YORK STATE, 1990

PARENTS

MEDICAL DOCTOR

ANOTHER PERSOd

SCHOOL PRGKOUNSELOR

OUTSIDE PRG/COUNSELOR

FRIENDS

BROTHER OR SISTER

*
SUCH AS GRANDPARENTS,

-l

7 4 %
-1

Irlr’l”‘l”““““““““““““‘U

5 3 %

e
0% 2 0 % 4 0 % 6 0 % 8 0 %

PERCENT OF STUDENTS

OTHER RELATIVE, MINISTER, PRCEST,  RABBI



HOMELESS STREET YOUTH:
STRATEGIES AND OBSTACLES IN GATHERING DATA ON ANTECEDENTS TO HOMELESSNESS

Therese van Houten, Macxo International Inc.
Gail B. Shur

I. INTRODUCTION
Few adolescents are as at risk as home-

less or street youth, and few are as
difficult  to systematically survey regard-
ing the health and related risks to which
they are exposed, e.g., alcohol and other
drug use, poor nutrition, depression,
physical assault, sexual exploitation, and
suicidal ideation. Main methodological
concerns include: defining the homeless
youth population, obtaining a broadly
representative sample, and getting these
youth to agree to participate in a lengthy
and in-depth survey interview covering
personal, and perhaps painful, aspects of
their lives.
This paper presents what was learned

about strategies for and obstacles to
gathering data on antecedents and conse-
quences of homelessness in interviews with
298 homeless adolescents between the ages
of 12 and 20 (194 were age 17 and younger)
in seven cities in the continental United
States.'

II. RESEARCH DESIGN AND SAMPLING PLAN
This section discusses the premises and

assumptions underlying the research de-
sign, sampling and data collection meth-
ods. The next section discusses what was
learned during the actual implementation.
1. Defining the study population
Since the study was conducted in re-

sponse to a mandate from the Stewart B.
McKinney Homeless Act of 1987 which re-
quired the Department of Health and Human
Services (DHHS) to examine the causes of
homelessness among youth, the contract
asked that, with a few minor modifica-
tions, the operational definition of a
homeless youth be based on the McKinney
Act's definition of a homeless person.
This definition, however, does not distin-
guish between adults and youth. It de-
fines a homeless person as follows:

@IAn individual who lacks a fixed, regu-
lar, and adequate night time residence:
and an individual who has a primary
night time residence that is (a) a
supervised publicly or privately oper-
ated shelter designed to provide tempo-
rary living accommodations (including
welfare hotels, congregate shelters, and
transitional housing for the mentally
ill): (b) an institution that provides
a temporary residence for individuals
intended to be institutionalized: or (c)
a public or private place not designated
for or ordinarily used as regular sleep-
ing accommodations for human beings."
(Public Law 100-77, July 22, 1987).

The definition that was eventually
developed for purposes of this study was
one that took into account the above
definition, as well as existing defini-
tions of homeless youth used in federal
legislation related to runaway and home-
less youth.' To be included in the study
a youth had to:

l Be age 20 or younger
l Not in the care of a parent or guard-

ian
l Either be without a regular fixed ad-
dress or living in:

shelter not designed for human be-
ings
shelter obtained illegally or in ex-
change for sex or drugs
shelter for runaway and homeless
youth following an episode of inap-
propriate or illegal beha-vior
transitional shelter for homeless
youth, homeless adults or battered
women.

This definition did not allow an easy way
to determine whether a youth belonged to
the intended study population. Not all
street youth are homeless; many of the
unemployed and out-of-school youth who
spend most of their days and part of their
nights on the street do have a regular
fixed address. This had the following
implications for the sample selection and
interviewer recruitment:

.

.

2.

Samole  selection. How does one accu-
rately sample when it is not always
immediately clear who belongs to the
study population? To what extent
should one oversample if the final
decision about who belongs in the
study population cannot be made until
after the interview has been started,
or in some instances, concluded?
Interviewer recruitment. The inter-
viewers had to be individuals who were
so extremely knowledgeable about the
local street youth culture that they
would almost intuitively know which
youth to interview.
The sampling plan

The contract called for interviews with
youth in urban settings (preferably 50
youth per site). This required a two-
phase sampling plan. It was necessary
first to sample cities and then to sample
homeless youth within each sampled city.
The city sample. Youth who are home-

less, like homeless adults, tend to live
in areas where their presence is at least
tacitly accepted by the community, and
where, legally or otherwise, they can meet
basic survival needs for food, shelter,
and sanitary facilities.
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Considering the limited resources avail-
able for this study, it was not possible
to randomly select the cities nationwide
and then assume that it would be possible
to find a sample of homeless youth in each
city. Instead, the approach taken was to
create a list of cities known to have
large homeless youth populations, and to
select a geographically representative
sample. There were drawbacks to this
approach, however, as the selection of a
city with a reportedly high number of
homeless youth did not in and of itself
guarantee that the field interviewers
would be able to gain access to the youth.
We used the following selection criteria
to sample cities: the willingness of
local youth providers to help recruit in-
terviewers and to let it be known "on the
street" that this was a legitimate study:
geographic diversity within the continen-
tal United States: and ethnic diversity.
It was hoped that the geographic location
and ethnic composition of the selected
cities would ensure inclusion of diverse
racial and ethnic groups in the youth
sample.

This approach would not have been suit-
able if one of the study's intended out-
comes was to estimate the size of the
homeless youth population. Since the
study was essentially an exploratory one,
it was deemed appropriate to use a purpo-
sive sampling approach.
The homeless youth sample. Limiting the

study population to homeless youth known
to local service providers would have
allowed a random selection of youth.
However, this would have resulted in an
unacceptable bias, as youth who were not
known to local providers would have been
excluded from the study. Instead, we
selected a purposive quota sample with the
three quota being the youths' 1) level of
contact with service providers, 2) age,
and 3) gender.

l Level of contact with service nrovid-
er. A distinction was made between
homeless youth who were in contact
with service providers and those who
were not. Low-contact youth were
defined as youth who are only receiv-
ing services designed to meet basic
survival needs: food, shelter, laun-
dry., etc. High-contact youth were
defined as those youth receiving ser-
vices designed to terminate their
homelessness. At least one-third of
the youth were to be low-contact
youth.

l &gg. The definition of the study
population set the maximum age limit
at 20. No minimum age limit was set.
We decided on two age categories:
youth under age 18, and youth ages 18,
19, and 20. At least two-thirds of
the youth were to be under age 18; the
remainder could be ages 18, 19 or 20.

l Gender. It was initially planned to
ask local service providers to esti-

mate the male-female ratio of their
homeless youth population, and to use
these figures to set a gender quota
for each city. However, in the pilot
conducted in spring 1991 in Boston,
this proved to be an unnecessarily
cumbersome and expensive task. In-
stead, we sought a 50-50 male-female
ratio.

The contract did not call for the use of
a comparison group of non-homeless youth.
3. Data collection plan
As discussed above, the selection of

cities was based in part on the proposed
data collection plan: to recruit and
train local youth workers to conduct in-
person interviews with homeless youth.
This plan presupposed that qualified
interviewers would be available and that
youth would be willing to participate in
the interviews.

Recruiting youth interviewers. In each
selected city, a director of a homeless
youth service agency agreed to assist in "
interviewer recruitment. Applicants were
screened and hired as temporary part-time
staff by Macro, and were then trained on-
site in the administration of the data
collection instrument and research study
p r o c e d u r e s .I n t e r v i e w e r s  w e r e  p a i d  a n
added incentive to compensate for the
extra time needed to locate the low-con-
tact youth and to interest them in partic-
i p a t i n g  i n  t h e  s t u d y .

Developing the interview instrument. As
no existing instrumentation was sensitive
to the complex risk behaviors exhibited by
these youth, a modular, structured ques-
tionnaire that contained primarily close-
ended questions was developed. I t  w a s
based in part on a questionnaire used in
an earlier ACF follow-up study on youth
who had stayed in ACF-funded runaway and
homeless youth shelters.3 E a c h  m o d u l e
asked about a different aspect of the
y o u t h s '  l i v e s ,  a n d ,w h e n  p o s s i b l e ,  q u e s -
tions were used that would allow compari-
sons with other national data sets, nota-
bly the Youth Risk Behavior Survey con-
ducted by the Centers for Disease Control.
The questionnaire covered the following
t o p i c s : I

l General youth demoaraohics: a g e ,
g e n d e r ,race and ethnicity, citizen-
ship, marital status, and adolescent
p a r e n t h o o d .

l Antecedents of vouth homelessness:
characteristics of family origin and
of mother and father figure(s) who
reared the youth, history of foster
home placements, incidence of physical
and sexual abuse, parental drug and
alcohol abuse, and other stressors
affecting parents and other household
members. Other factors covered in the
questionnaire were youth behaviors and
characteristics (e.g., self-reported
suicide attempts, prior episodes of
running away, alcohol and other drug
abuse, and school failure), as well as
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characteristics of the neighborhoods
in which the youth were reared.

l Conseauences  -of youth homelessness:
The youth's current living arrange-
ments and psychosocial functioning and
wellbeing, as well as services re-
ceived by the youth in the past 30
days, obstacles to receiving services,
and services desired.

The questionnaire was pretested in Boston
and Washington, D.C., with nine homeless
youth, and piloted with 54 homeless youth
in Boston. A major concern during the
pre- and pilot test was to determine
whether the youth would be willing to re-
spond to the questions and to sit through
the interview.

Engaging the youth in participating in
the interview. To compensate the youth
for their time, and to demonstrate the
importance of the study, each youth was to
be paid $15.00 per completed interview.
In addition, the interviewers could spend
up to $5.00 per interview on providing a
fast-food meal or snack to the youth
during or after the interview.

III. IMPLEMENTATION OF TEE RESEARCH PLAN
This section discusses the implementa-

tion of the sampling and data collection
plans: what worked and what did not, and
how implementation problems were resolved.
1. Implementing the sampling plan
The city sample. The following seven

cities were selected according to the
predetermined criteria (the probability of
access to the youth and geographic repre-
sentativeness): Boston, Chicago, Kansas
city, Seattle, San Diego, Tucson, and Ft.
Lauderdale. (Because of budgetary consid-
erations, the size of the sample was
reduced from eight to seven cities.)
Purposely excluded were San Francisco, Los
Angeles, and New York because of the
possibility that the problems faced by
homeless youth in these cities would be
viewed as worse than those in other urban
centers and therefore nonrepresentative.

The youth sample. The number of inter-
views per site was intended to be 50. The
number of completed interviews per site
ranged from 22 to 57. Fifty or more
interviews were conducted in Boston, Ft.
Lauderdale, and Seattle. Sites with fewer
than 50 interviews were: Tucson (44
interviews), Kansas City (30 interviews),
San Diego and Chicago (each with 22 inter-
views). The number of youth interviewed
per site appears to have been a function
of 1) the amount of time local interview-
ers (most of whom worked fulltime  in youth
service agencies) were able to devote to
the interviewing task, and 2) the fact
that we had to halt data collection due to
lack of resources (both funding and time).
We do not believe it to be a reflection of
the size of the homeless youth population
in each sampled city.
There were two methodological concerns

about the youth sample: 1) the feasibili-

ty of determining which youth fit the
study definition and, 2) meeting the
sampling quota. The inability to pre-
screen which youth were homeless meant
that the decision to include a youth in
the study had to be made prior to the
interview by the interviewer, and then be
confirmed after the interview based on the
youth's responses to questions regarding
his current living situation. In all, 318
interviews were conducted. Five inter-
views were immediately rejected as clearly
inappropriate: two interviews with recent
runaways staying in a youth shelter, one
interview with a street youth who actually
had a home to return to, and two duplicate
interviews conducted by different inter-
viewers. The interviewers were not paid
for these interviews. Of the remaining
313 interviews, an additional 15 were
later rejected as not strictly fitting the
definition of homeless youth. Most were
older youth who had spent the past 30 days
living with friends. Thus, 298 (94%) of
the 318 interviewed youth fit the study
population.

The final sample size (298) represented
85% of the proposed sample size of 350 (50
interviews per city). There were indica-
tions that the youth who did not meet the
study definition of youth homelessness
were "doubling up" and did not have a
regular fixed address. However, this
question was not asked. Responses to the
following five questions were used to
ascertain a youth's homeless status: 1)
places of night time shelter during the 30
days preceding the interview; 2) place
where youth spent the night prior to the
interview: 3) the length of time the youth
had been away from parent or guardian; (4)
the place where youth usually ate meals;
and 5) the youth's oerceotion  of him/her-
self as homeless. in addition, for a- few
youth, we were able to obtain clarifica-
tion by reviewing the youth's responses to
several of the open-ended questions, as
well as the interviewers' comments.

Niqht-time  shelter durinc the preced-
inu 30 davs. In the 30 days precedins
the interview, the youth used the
following places of night- time shel-
ter: home of friends or relatives,
60%; youth shelter, 54%; "on the
street," 45%; hotel, 11%; correctional
facility, 5%; general hospital, 3%;
and psychiatric hospital, 1%.
Shelter durino the nisht.nrior  to the
interview. Fifty-four percent of the
youth stayed in a youth shelter, and
3 percent in an adult shelter: 25%
stayed in a house or apartment: 16%
spent the night "on the street," 2%
were in a hotel,
had been in jail.

and one youth (cl%)

cant differences
There were signifi-
across sites (chi

square=82.07;  df=30; p<.OOO). In Ft.
Lauderdale and Chicago, over 80% of
the youth were in a youth shelter, In
San Diego, 46% spend the night on the
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street, and in Tucson, 40% had been in
a house or apartment usually with
friends.
Lensth of time awav from parents. On
the average, both youth reported being
away from parent or guardian for 18
months. Across sites, these differ-
ences were significant (F=5.6;
p<.OOO). The Kansas City youth being
away from home for the shortest period
of time (6 months), and the Seattle
youth the longest period of time (32
months).
There were some differences across

sites between low- and high-contact
youth, but in no city were these sta-
tistically significant. In Boston, the
mean length of time that low-contact
youth had been away from home was 20
months; for high-contact youth it was
13 months. (t=1.57;  df=34;p<.125) In
San Diego, low-contact youth had been
away an average of 16 months versus 38
months for the high- contact youth.
(t=-1.79; df=ll; p c.101).
Place where vouth usuallv eats meals.
Of 120 youth who had not stayed in a
shelter during the past month, 18
percent reported eating in drop-in
centers and shelter day programs.

l Whether youth considers- self to be
homeless. About half of the youth who
fit the study's definition bf home-
lessness (40%) did not label them-
selves as homeless: They explained
that they were not "bums," or that to
consider oneself homeless would be
l'pitiful,"  or that local shelters
provided a roof over their head and a
place to sleep.

Meeting the sampling quota. The sam-
pling plan called for the assignment of
quota to the interviewers in each city.
It soon became clear that certain quota
were easier to fill in some cities than
others. For instance, older high-contact
youth were more readily recruited for
interviews in Boston, whereas younger low-
contact youth were more quickly found in
Seattle. Because of time constraints, the
decision was made to assign the quota to
the entire sample rather than to each
city. The sample met the three designated
quota requirements.

l Distribution bv aqe. Sixty-five per-
cent of all sampled youth (n=298) were
between the ages of 12 and 17; 35%
were ages 18, 19, or 20. The mean and
median age was 17. In Boston, Kansas
City, and Ft. Lauderdale, the sample
distribution met the quota: two-
thirds of the youth were age 18 or
younger. In Chicago, only 50% of the
22 youth interviewed were under age
18. On the other hand, in Tucson and
San Diego, over 75% of the interview-
ees were under age 18. These age
differences by site were not statisti-
cally significant (chi square=7.8,
df=6,  sign.=.256). See Table 1.

Distribution bv level of contact with
service nrovider. The sample was
evenly divided between 1owIcontact
(49%) and high-contact youth (51%). of
the males, somewhat fewer youth (45%)
were classified as high contact. The
reverse was true for the females--52%
were classified as high contact.
However, this difference was not sta-
tistically significant (chi square=
6.51, df=6, Sign.z.366).
Distribution bv'crender. An approxi-
mately 50-50 male-female ratio was
achieved in Boston, Ft. Lauderdale,
and Seattle. However, in San Diego
and Chicago, there was a far greater
percentage of males (86% and 78%,
respectively). In Kansas City, only
28% of the respondents were male.
Across sites, this difference was sig-
nificant (chi square=21.05, df=6,
sign.=.002).

Distribution by race and ethnicity may
have been a function of site location.
Overall, 49% of the youth were white, 28%
were African American, 17% were Hispanic,
5% were Native American and 1% were Asian.
There were some differences across sites:
In Boston, 72% of the youth were white,
while in Chicago, 75% were African Ameri-
can. San Diego had the largest percentage
of Hispanic youth (46%), and Seattle the
largest percentage of Native American
youth (12.5%).
2. Implementation of the data collection

procedures
Start-up of data collection. As the

study was commissioned through a Federal
contract, no data could be collected until
the contracting agency received clearance
from the Office of Management and Budget
(OMB). The OMB clearance process took
longer than anticipated. This delay had
the
the

.

both negative and positive effects on
data collection activities:
Recruitment of kev service nrovider
aoencies in narticinatinq  cities.
Cities with supportive key service
providers had to be selected prior to
the request for OMB clearance. Turn-
over in agency directors meant that
when clearance was obtained, arrange-
ments had to be made "from scratch"
with the new project director.
Recruitment of interviewers. For the
same reason, interviewer recruitment
had to be delayed until clearance was
obtained. In most agencies, inter-
viewers who were interested in the
study were no longer available when we
were ready collect data.
Interviewer traininq. The delay had
a positive effect on interviewer
training. We had planned to recruit
one interviewer per city, and to train
all interviewers at one central loca-
tion. To overcome problems caused by
the delay, we recruited three to five
interviewers in each city and conduct-
ed the training on-site as soon as the
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Table 1

Percentage distribution of respondents by age, gender,
and level of contact with service provider by city

City
Gender Level of contact with

service provider

Male Female LOW

Boston (n=53) 49% 51%

Ft. Lauderdale (n=57) 47% 53%

Seattle (n=56) 54% 46%

Tucson (n=44) 48% 52%

San Diego (n=22) 86% 14%

Kansas City (n=30) 23% 77%

Chicago (n=22) 78% 22%

Total 49% 51%
n=146 n=152

Chi square 21.05

Degree of freedom 6

Level of significance .002

51% 49%

49% 51%

55% 45%

64% 36%

50% 50%

50% 50%

59% 41%
I

51% 49%
I

65% 35%
n=153 n=145 n=195 n=103

6.51 7.76

6 6

. 366 -256

interviewer recruitment process for
that city was completed. In retro-
spect, this approach was far better
than the original plan.

l Comnletinc samnlins auota. The delay
and the additional tasks meant that
fewer resources were available to
implement the data collection. It is
for these reasons that the quota re-
quirements were modified to encompass
the seven-city sample, and that inter-
views were discontinued in four of the
seven cities before they attained the
planned sample size.

The use of local interviewers. After a
thorough screening process, 28 individuals
from the 7 designated cities were selected
to conduct the interviews. Three-fourths
of the interviewers were white. In three
cities (Chicago, Boston, and Seattle) all
interviewers were white. In general,
there was little correspondence between
the race and ethnicity of the interviewers
and the interviewed youth. For instance,
in Chicago where 75% of the youth were
African American, all 3 interviewers were
white. On the other hand, in San Diego,
where 46% of the interviewed youth were
Hispanic, 2 of the 4 interviewers were
also Hispanic. Although most of the
Hispanic origin interviewers were bilin-
gual, only a few interviews in Tucson and
San Diego were conducted partially in
Spanish.

The number of interviews per interviewer
varied significantly. Three interviewers
conducted no interviews at all: one
received an unexpected job transfer: and
the other two misjudged the amount of free
time they would have available. A fourth
interviewer was only able to conduct one
interview because of a lack of free time
due to a demanding full-time job and a
family. We found no pattern that would
help predict, in a future study, what type
of interviewer would be more likely to
complete a large number of interviews. In
a few instances, the financial incentive
drove interviewers. to conduct a larger
than average number of interviews, but
this was not always the case. In general,
those interviewers who failed to meet
their quota misjudged the amount of time
that they would be able to give to the
project.

Fifty-seven percent of the interviewers
were female. Their ages ranged from 22 to
40. The mean age was 30 (std. dev.=5.47);
the median age was 27. The mean age per
site ranged from 26 in Tucson to 34 in Ft.
Lauderdale.

Characteristics of the interview.
l Lensth of the interview. For 16 in-
terviews, the interview was conducted
in two sessions. Only three of these
occurred in the cities with more than
50 interviews. The length of the
interview varied greatly. It ranged
from 40 minutes to one 4-hour 2-ses-
sion interview. The overall mean
duration for all interviews (both
single session and a-session inter-
views) was 88 minutes (std. dev.=27).
The mean duration of a one-session
interview was 90 minutes (std.
dev .=23). The mean duration of the
first part of a 2-session interview
was 60 minutes (std. dev.=32). The
range was from 15 minutes to 2 hours.

High

Age

Under age Age 18,
18 19 or 20

66% 33%

61% 39%

64% 36%

77% 23%

78% 22%

70% 30%

50% 50%
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On the average, the second session
lasted 54 minutes (std. dev.=29).

l The locale of the interview. _ The
location of the interview was left up

.

.

.

to the interviewer and the youth:
Sixty-eight percent of the interviews
were conducted in the offices of local
shelters, drop-in centers, and other
social service programs: 16% took
place in fast food restaurants: 8% in
parks; 3% each in malls and schools;
and 2% in the homes of friends, (note:
one youth [cl%] was interviewed in a
library). This flexibility appears to
have contributed to the interviewers'
and interviewees' sense of ownership
of the interviewing process.
pesoonse  rates. The interviewers did
not record the number of refusals.
Informal feedback indicates that re-
fusals were not a problem. We believe
that less than 1 percent of the youth
approached about the interviews re-
fused to participate. Youth were also
told several times throughout the
interview that they had the right to
respond to specific questions. Yet,
all questionnaires that were started
were completed. Missing responses did
occur: however, these seem to have
been the result of interviewer error
rather than youth refusal to answer
certain questions.
The use of sinned consent forms.
Participation in the interviews was
entirely voluntary. The youth were
assured prior to the interview that
not only was participation voluntary,
but that they could also choose not to
answer any specific questions. Prior
to the interviews, the youth were
asked to sign a written consent form.
Contrary to our expectations, signing
was not a problem, although a few
youth chose to use aliases rather than
their legal names.
The use of incentives to ensure nar-
ticination. After a few youth inter-
viewed in the pilot test-misused the
$15 cash incentive, interviewers were
given the option of paying the youth
in cash or in gift certificates.
Approximately 10% of the youth inter-
viewed in Boston and all youth inter-
viewed in Tucson were paid in gift
certificates to fast-food restaurants
or local stores. In Tucson, the in-
terviewers chose to pay the youth with
$5 cash and a $10 K-Mart certificate.
The nrovision of a lisht snack.
Snacks ranged from a meal at a fast-
food restaurant to a can of soda. In
Ft. Lauderdale, one of the interview-
ers used too broad a definition of
llsnack,ll and the interviewer (who was
a smoker), bought the youth a pack of
cigarettes. Thereafter, we clarified
the definition of llsnackll in the
training to ensure that there would be
no further misunderstandings.

IV. SUMMARY
Findings indicate that the following

procedures are key to successful recruit-
ment and interviewing of high-risk popula-
tions of this nature: 1) careful selection
and training of interviewers knowledgeable
about, and comfortable with, the high-risk
population being studied: 2) the allotment
of sufficient time for interviewing as
well as for finding respondents; 3) the
use of an instrument that is sensitive to
the specific culture of the population
being studied: 4) the availability of
funds to provide incentives to both inter-
viewers and interviewees; and 5) flexibil-
ity in the procedures and adaptation to
the local setting.

l.The study was sponsored by the Adminis-
tration of Children, Youth and Families,
Department of Health and Human Services,
and conducted by Macro International Inc.,
Silver Spring, Maryland. The proposed
methodology was reviewed by an advisory
panel of representatives from Federal
agencies (including the Centers for Dis-
ease Control, the Office for Juvenile
Justice and Delinquency Prevention, and
agencies in the former Alcohol, Drug and
Mental Health Administration).

2.Title  III of the Juvenile Justice and
Delinquency Prevention Act, 1974, Section
302, P.L. 93.415. Amended 1988 to become
the Anti-Drug Abuse Act, Section 321, P.L.
100-690.

3. Cohen, B. and T. van Houten. 1991.
Followup  Study of Youth Using Runaway and
Homeless Youth Services. Washington,
D.C.: The Urban Institute.
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THE SOCIAL COSTS OF ANXIETY DISORDERS

Andrew C. Leon, Ph.D., Cornell University Medical College
Myrna M. Weissman, Ph.D.

In 1977 the President's Commission on
Mental Health convened. First Lady
Rosalynn Carter served as the Honorary
Chair of that Commission. Included in
their investigation were three
fundamental questions: 1) How many
people are mentally ill? 2) Who are
they? 3) What services do they receive?

These seemed to be simple questions, yet
at the time there were no definitive
answers. This highlighted the need for
a comprehensive survey of mental
disorders in the community. The
Commission recommended that an
epidemiologic study be conducted to
learn about rates of mental disorders
and corresponding service utilization.
This recommendation led to the
development of the National Institute of
Mental Health Epidemiologic Catchment
Area (ECA) Program. We will discuss the
design of the ECA in a few minutes.

Let's move ahead 16 years. In 1993 the
Task Force on Health Care Reform was
convened and chaired by Hilary Rodham
Clinton. In those hearings, rates of
mental disorders and the corresponding
impairment and costs were discussed.
However, unlike in 1977, comprehensive
data was now available. This was a
result of the research need identified
by the President's Commission on Mental
Health (1978). The ECA data was used in
the Task Force hearings this year. It
provided empirical evidence of the
prevalence, symptomatology and
associated impairment of those suffering
from mental disorders.

We employ the ECA data to evaluate the
social costs of anxiety disorders. In
doing so, we illustrate how a well-
conceived data base can be used to
answer these and other questions --
including questions that developed after
the survey has been completed.

In this time of limited health care
resources, policy makers ask if
reimbursement for treatment of mental
disorders can be justified? We use
these data to evaluate the social costs
of anxiety disorders. We examine the
number of people afflicted with anxiety
disorders and evaluate the social
morbidity that is associated with the
anxiety disorders.

We will show that anxiety disorders
afflict a substantial proportion of the
population in the US. The symptomatology
can be painful and distressing and the

resulting help-seeking places a great
demand on the health care system.
First, we describe the epidemiologic
study.

The Rpidemiologic  Catchment Area
Program. Included among the objectives
of the ECA were: 1) To provide estimates
of rates of mental disorders in the
community (treated & untreated);
2) Identify subgroups at high risk for
mental illness; 3) Examine the
concordance of community needs and
mental health services.

The ECA was a survey of mental disorders
conducted in the United States in the
late 1970s and early 1980s (Robins et
al., 1984; Regier et al, 1984; Robins
and Regier, 1991). The ECA sample
consisted of over 18,000 non-
institutionalized adults from five US
sites: New Haven, Connecticut;
Baltimore, Maryland; Durham, North
Carolina; St. Louis, Missouri;
Los Angeles, California. The data used
in our analyses come from Wave I of that
study.

Fifty-nine percent of the sample is
female. Two-thirds of the sample is
white. About half of those surveyed in
the ECA study were married. Each adult
age group was well represented in the
study.

The NIMH Diagnostic Interview Schedule
(DIS) is a highly structured interview.
It was designed to be conducted by well-
trained lay interviewers. The DIS
ascertains information regarding
symptomatology for each of the
diagnoses. The symptom data include
information on duration, frequency, age
of onset, and associated impairment.

The DIS incorporates the DSM-III
criteria (APA, 1980). Diagnoses were
determined for different time frames
(two weeks, one month, six months, one
year, and lifetime). It also elicited
information on demographics, and health
service utilization. The psychiatric
diagnoses that were determined include
the affective disorders, schizophrenia,
alcohol and substance abuse and
dependence, anxiety disorders and
somatization. In DSM-III there were
several anxiety disorders. The anxiety
disorders that we will discuss include
panic disorder, the phobic disorders and
obsessive compulsive disorder (OCD).
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In the NIMH ECA Program, it was
estimated that over 16% of the general
population had suffered from a DSM-III
anxiety disorder at some point in their
lives -- 12% of males and 20% of
females. More specifically, the
lifetime rates of panic disorder are
1% for males and 2% for females; for OCD
the rates are 2% for males and 3% for
females; the rates of phobias were most
prevalent: about 8% among males and 18%
for females. The most common phobia was
simple phobia. Females consistently
have about twice the rates of each
anxiety disorder. Put in the context of
the US population, this represents over
thirty million Americans having suffered
from an anxiety disorder at one point in
their lives.

The rates that we have mentioned refer
only to those individuals meeting DSM-
III criteria for an anxiety disorder.
About 3% of the general population had
panic attacks, yet did not meet DSM-III
criteria for panic disorder. We will
show that there is considerable social
morbidity even among those panickers who
were below diagnostic threshold for
panic disorder.

These rates are not unique to the US,
but look similar cross-culturally. For
instance in the Munich Follow-up study
the rates were comparable with those of
the ECA, except for simple and social
phobias.

There are effective treatments for
anxiety disorders. However, the burden
of anxiety disorders extends beyond the
direct costs of treatment to the
indirect costs of impaired social
functioning. We will present evidence
of financial dependence, help seeking
and drug and alcohol comorbidity among
each of the diagnostic groups. Those
with anxiety disorders suffer from
considerably more social morbidity than
those with no psychiatric disorder.

FINANCIAL DEPENDENCE is elevated among
individuals with anxiety disorders and
this is shown in Table 1. FOr instance,
those with an anxiety disorder, in the
past six months, are more likely to be
unemployed. In the ECA, about 20% of
males without Axis I disorders were not
currently employed. In contrast, about
36% of males with phobias, 45% with OCD,
and 60% males with panic disorder were
unemployed. That is a threefold
increase over those with no Axis I
disorder. About 30% of males with
subclinical panic attacks were not
currently employed. FOr females there
is an elevation in rates associated with
anxiety disorders, but it is less
striking.

There is also a greater chance of
chronic unemployment among those with
anxiety disorders. "Chronic
unemployment" refers to those not
employed for at least five years. In
Table 2 the differences are most
striking in males. Although all anxiety
disorders are associated with increased
rates of unemployment for males, panic
disorder has the greatest elevation.
There are no such differences for
females.

If a substantial proportion of those
with anxiety disorders do not work, how
do they pay for food, clothing and
shelter? They are more likely to
receive financial assistance than those
who do not suffer from a psychiatric
disorder as is demonstrated in Table 3.
Males with panic disorder are about six
times as likely to receive disability as
those with no Axis I diagnosis; the
rates are slightly lower for OCD and
phobias. For females the rates of
disability payments are lower.

Receipt of welfare payments is also
elevated among those with anxiety
disorders. This includes Aid for
Dependent Children, thus the rates are
higher among females. As has been seen
earlier, the elevation is greatest in
those with panic disorder. It also
elevated for the other anxiety
disorders.

Taken as a whole, those with anxiety
disorders received considerably more
financial assistance than those with no
mental disorder. The gender differences
disappear when the forms of financial
assistance are combined.

Now help-seeking among those with
anxiety disorders is discussed. There
are safe and effective psychotherapeutic
and psychopharmacologic treatments of
each anxiety disorder. If the disorder
is detected by a physician, proper
treatment can reduce social morbidity.
However because of the prevalence of
anxiety disorders, and the inadequate
screening procedures, the help-seeking
behavior places a tremendous burden on
the health care system. Rates of help-
seeking for emotional, drug or alcohol
problems in the six months prior to the
interview are presented in Table 4 and
compared across diagnoses.

SPECIALIZED MENTAL HEALTH SERVICES. Not
surprisingly the rates of seeking
specialized mental health services (such
as outpatient visits to a mental health
specialist) are magnified for those with
anxiety disorders compared to those with
no Axis I diagnosis. The rates are
rather similar for males and females.
Over one-third of those with panic
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disorder seek such help; compared with
about 16% of those with panic attacks or
OCD; and less than 2% for those with no
Axis I diagnosis. Indeed the rates of
help-seeking are elevated in the ill.
However, if these rates were higher the
social morbidity might be reduced. What
is the plight of the 60% of panic
disorder patients who sought no
specialized mental health services
during the past six months?

GENERAL MEDICAL SERVICES. Those with
anxiety disorders not only go to
specialized mental health service
providers, but also seek help in
emergency rooms and from primary care
practitioners. For that reason several
efforts are underway to train physicians
to look for panic disorder, for example,
in the general medical setting.
Consider that less than 4% of
individuals without an Axis I diagnosis
sought help from the general medical
system for emotional problems in the
prior six months. The rates are much
higher for those with anxiety disorders
-- especially panic disorder. This
might result from the physiological
symptoms of a panic attack such as
palpitations and shortness of breath --
which mimic cardiac problems.

EMERGENCY ROOMS. Those with anxiety
disorders are also far more likely to
seek help for emotional problems from
emergency rooms. This is primarily
limited to those who have panic attacks
or panic disorder. Although the
absolute rates are low, there are large
relative differences.

ANY HELP-SEEKING. Taken as a whole, the
help-seeking for emotional problems
among anxiety disorder patients is very
high. Over half of the patients with
panic disorder seek help. Nearly 30% of
those with other anxiety disorders, yet
only 10% of those with no diagnosis seek
help for emotional problems.

OTHER COSTS of anxiety disorders include
alcohol and substance abuse. People
suffering from panic disorder have very
high rates of alcohol and substance
abuse. These data are presented in
Table 4. This might reflect attempts at
self-medication. The rates are highest
for males with panic disorder or OCD.
The magnitude of the rates are lower for
females, but the association between
anxiety and alcohol remains strong.

Likewise there are also elevated rates
of substance abuse and dependence among
those suffering from anxiety disorders.
The substance rates are elevated from
two to over fivefold in those with
anxiety disorders. Again, females'

rates of drug abuse and dependence are
lower than males, but still elevated in
females with anxiety disorders.

IN CONCLUSION, the social costs of
anxiety disorders are very high. The
costs include financial dependence,
service utilization and alcohol and
substance abuse. Based on the results
of clinical trials (e.g., panic
disorder: NIH Consensus Development
Conference Statement, 1991; OCD: The
Clomipramine Collaborative Study Group,
1991; phobias: Barlow, 1988; Gelernter
et al., 19911, we believe that these
costs would be reduced if the disorders
were detected and treated by a
physician. Short screens are currently
being evaluated for use in primary care
settings and in emergency rooms
(Apfeldorf et al., in press; Broadhead
et al., submitted) .

This evidence of the prevalence and
social morbidity of anxiety disorders is
available because of the President's
Commission on Mental Health. We
acknowledge their foresight. It serves
to illustrate progress that has been
made in mental health research. In 1993
survey data is used to make policy
decisions regarding mental health
services.
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TABLE1
OCCUPATIONAL FUNCTIONING (RATES/lOO)

AGES 18 - 64

NOT CURRENTLY EMPLOYED

DIAGNOSIS (past 6 months) MALES FEMALES

Panic Disorder 60.00 68.57

Obsessive Compulsive 44.78 65.25

Phobia 35.69 54.05

No Axis I Diagnosis 21.05 45.92

TABLE 2
OCCUPATIONAL FUNCTIONING (RATES/loo)

AGES 18 - 64

NOT EMPLOYED IN THE PAST 5 YEARS

DIAGNOSIS (past 6 months) MALES FEMALES

Panic Disorder 25.00 28.57

Obsessive Compulsive 17.91 28.81

Phobia 12.72 28.02

No Axis I Diagnosis 4.63 23.72
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TABLE 3
CURRENT FINANCIAL ASSISTANCE (RATEWIO)

MALE.%  AGES 184

DIAGNOSIS (Fast 6 months) DISABILITY

Panic Disorder 33.33

Obsessive Compulsive 22.50

Phobia 19.38

No Axis I Diagnosis 5.43

Panic Disorder

Obsessive Compulsive

Phobia

No Axis I Diagnosis

14.58

12.93

7.63

4.24

WELFARE

6.67

UNEMPLOYMENT
COMPENSATION

0.00

ANY
ASSISTANCE

36.67

2.50 2.50 25.00

2.18 4.67 24.69

1.23 3.01 9.21

FEMALES: AGES 18-64

30.93 2.06

13.61 3.40

16.53 2.69

9.59 2.19

41.67

29.25

24.71

15.13

TABLE 4
HELP-SEEKING for EMOTIONAL, DRUG

or ALCOHOL PROBLEMS (RATE1100)
(Iwst6=tbs)

MALES

GENERAL MEDICAL SPECIALIZED MENTAL HUMAN EMERGENCY ANY
DIAGNOSIS (Fast 6 months) SYSTEM HEALTH SYSTEM SERVICES RO@4 HELP-SEEKING

Panic Disorder 33.33 36.67 13.33 3.33 63.33

Obsessive Compulsive 7.07 17*17 4.04 0.00 24.24

Phobia 8.33 8.33 3.92 1.23 17.40

No Axis I Diagnosis 1.93 1.70 1.05 0.07 4.35

FEMALES

Panic Disorder 25.93 31.48 11.11 3.70 56.48

Obsessive Compulsive 11.96 16.30 4.35 0.00 27.72

Phobia 10.67 7.53 4.71 0.78 20.00

No Axis I Diagnosis 3.80 2.13 1.94 0.18 7.19
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REFLECTIONS ON APPROPRIATE MENTAL HEALTH QUESTIONS FOR THE HEALTH INTERVIEW
SURVEY

James S. Larson, University of Arkansas at Little Rock

A musical friend of mine, who directs a
choir, told me the following joke: What's the
difference between a terrorist and a first
soprano? You can negotiate with a terrorist.
That is a little like the difference between the
physical and mental health. One is relatively
easy to understand, while the other is hard to
negotiate with, hard to understand.

Mental health is an important component in
a person's overall health. We are all familiar
with the WHO definition of health as "complete
physical, mental, and social well-being," but
perhaps we are not as familiar with the fact
that most of the well-known instruments
measuring overall health have a significant
mental health component.

(SEE TABLE 1)
The Sickness Impact Profile measures

physical, mental, and social health, and devotes
17% of its questions to mental health. The
Nottingham Health Profile also measures the
three dimensions, and devotes 33% of its
questions to mental health. Looking at the rest
of the table, all instruments except one have
questions for physical, mental and social
health.

At the bottom of the table, all of the
instruments together average 54% of their
questions for physical health, 29% for mental
health, and 17% for social health. This table
is a reminder that mental health is an important
component of overall health, and should be
included in any serious assessment of "health"
in a population. It is also a reminder that
social health should be included, but this paper
is devoted to the subject of mental health.

What are the components of mental health?
(SEE FIGURE 1)

In a paper given at this conference two years
ago (Larson, 1991), I presented this figure.
Mental health consists of both the absence of
mental disorders and, on the positive side,
mental well-being. Mental well-being is
subdivided into the absence of psychological
distress and positive well-being, which includes
satisfaction with life. Psychological distress
includes anxiety, depression, and other factors.

This figure was presented to psychologists
in the form of a survey which I conducted last
year (Larson, 1992). They were asked to assign
weights to these various components, and to add
any additional components of their own. The
sample was taken randomly from members of the
American Psychological Association, and 113
responded.

(SEE TABLE 2)
A S the table indicates, the psychologists
believed that 40% of mental health in a
population is the absence of mental disorders,
30% is the absence of psychological distress,
and 30% is positive well-being. Psychological
distress was subdivided into 10% anxiety, 10%
depression, and 10% self-control and coping.
The results of this survey are not COnClUSiVe,

but they provide preliminary information on the

weighting of these components. When combined
with other information, they help to suggest the
number of questions which should be devoted to
each component.

Another way of weighting the different
areas is to look at instruments measuring
various aspects of mental health.

(SEE TABLE 3)
At the top of the table, three specialized
mental health instruments are found to have four
major components: anxiety, depression, well-
being, and control. Each of the dimensions is
weighted about equally, with slightly less
weighting given to depression. The rest of the
table looks at the general health instruments,
but they include only items on anxiety and
depression, with depression receiving the major
emphasis. From this table, we can conclude that
probably anxiety, depression, and control should
be about equally weighted. We might give
depression slightly more weighting by including
it in questions relating to disorders.

What about disorders and their measurement?
Which instruments are best?

(SEE TABLE 4)
In the survey of psychologists mentioned
earlier, they were asked to rank the best
instruments for measuring mental disorder.
Their first choice was the MMPI, followed by the
DIS-111 (the Diagnostic Interview Schedule,
Version III), the Rorschach Test, the Thematic
Apperception Test (TAT), and the General Health
Questionnaire (GHQ) of Goldberg. The Rorschach
Test and TAT are not really appropriate for
surveys of the general population, so the
remaining instruments are analyzed in Table 5.

(SEE TABLE 5)
At the top of the table, four instruments are
listed: MMPI-2, the latest version of the MMPI,
DIS-III, DSM-III-R, which is the Diagnostic and
Statistical Manual, Version III Revised, and the
GHQ. DSM-III-R is the American Psychiatric
Association's classification scheme for mental
disorders, a major source for classifying
disorders.

As the table indicates, depression,
schizophrenia, hypomania or mania, and
somatization are the major components mentioned
most often. Core questions measuring mental
disorder in the Health Interview Survey might
focus on these more commonly mentioned
disorders, but an extended supplement might
include all of these dimensions.

The measures of mental well-being are
summarized in the next table, once again from
the survey of psychologists.

(SEE TABLE 6)
They include measures of anxiety, depression,
well-being, and quality of life. As the table
indicates, the first choice for measuring
anxiety is the State-Trait Anxiety Inventory,
the first choice for depression is the Beck
Depression Inventory, the first choice for
well-being is the Life Satisfaction Index, and
the first choice for quality of life is also the
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Life Satisfaction Index. The final list of
questions which are chosen for the Health
Interview Survey should include questions from
these instruments.

Health Interview Survey, and are not the final
word in questionnaire development.

In the appendix of this paper, the REFERENCES
questions which are recommended for the Health
Interview Survey are listed. The numbers of Larson, J. (1992). Defining and measuring mental
questions in each category reflect the weighting well-being: A survey of psychologists.
suggested from the survey of psychologists and Presented at the American Public Health meeting,
the analysis of prominent instruments. The 1992.
wording of the questions has been altered to fit
the format of the new instrument, so it will be Larson, J. (1991). Survey methodology and mental
necessary to test these new questions for health: Recent developments. Procee&_nas  of t&
validity and reliability. These questions are 3991 Public Health Conference on Records and
presented as suggestions for possible use in the Statistics. DHHS Pub. No. 92-1214.

TABLE1

SUMMARY OF GENERAL HEALTH INSTRUMENTS

Instruments

1.

2.

3.

Sickness Impact Profile

Nottingham Health Profile

MOS Short Form General Health Survey

4. McMaster Health Index Questionnaire

5. Functional Status Questionnaire

6. Duke-UNC Health Profile

I. OARS Multidimensional Functional
Assessment Questionnaire

8. Arthritis Impact Measurement
Scales (AIMS)

9. Physical and Mental Improvement
of Function

10. Functional Assessment Inventory

1 1 . Multilevel Assessment Instrument

12. CORE-CARE

13. Quality of Well-Being Scale

MEDIAN VALUE

64%

58%

53%

32%

30%

24%

55%

64%

42%

48%

54%

71%

100%

54%

17%

33%

29%

34%

15%

62%

33%

21%

41%

35%

18%

17%

0%

29%

Social

19%

9%

18%

34%

41%

14%

12%

9%

17%

17%

28%

12%

0%

17%
______________________--_________________________---___----____---___--_--____
SOURCES: Ian McDowell and Claire Newell, MEASURING HEALTH: A GUIDE TO RATING
SCALES AND QUESTIONNAIRES. (Oxford: Oxford University press, 1987). David

Wilkin, Lesley Hallam, and Marie-Ann Doggett, MEASURES OF NEED AND OUTCOME FOR
PRIM ARY HEALTH CARE, (Oxford: Oxford University Press, 1992).

FIGUFUZ 1

MENTAL HEALTH

/ \
ABSENCE OF MENTAL MENTAL WELL-BEING

DISORDERS
/ \

ABSEN& OF
PSYCHOLOGICAL

DISTRESS

POSIT& WELL-
BEING, INCLUDING
SATISFACTION

WITH LIFE
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TABLs2

WEIGHTING OF COMPONENTS FROM SURVEY OF PSYCHOLOGISTS

Absence of mental disorders 40%

Absence of psychological distress 30%

Absence of anxiety 10%

Absence of depression 10%

Self control and ooping 10%

Positive well-being 30%

Total...........,... 100%

TABLE 3

WEIGHTING OF COMPONENTS FROM SURVEY OF INSTRUMENTS

1.

2.

3.

General Well-Being
Schedule

Mental Health Inventory

General Health
Questionnaire (GHQ-28)

MEDIAN VALUE

6.

7.

8.

Sickness Impact Profile

Nottingham Health Profile

MOS Short Form

AIMS

Physical and Mental Impair-
ment of Function

OARS

CORE-CARE

Multilevel Assessment
Instrument

MEDIAN VALUE

22% 17% 17%

26% 13% 29%

25%

25%

25%

17%

0% 0%

23% 21%

43%

27%

40%

50%

43%

64%

60%

50%

42% 58%

33% 67%

0% 100%

14%

37%

43%

59%

14%

9%

0%

0%

0%

0%

0%

43%

0%

28%

24%

SOURCES: McDowell and Newell, Wilkin et al.
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TABLE 4

MEASURES OF DISORDERS FROM SURVEY OF PSYCHOLOGISTS
_________--__-___-__-~_____^__________-~~~~-~~~~~~-~~~~~~~~~~~~~~---_-

First Choice:

Second Choice:

Third Choice:

Fourth Choice:

Minnesota Multiphasic  Personality Inventory (MMPI)

Diagnostic Interview Schedule Version III (DIS-III)

Thematic Apperception Test (TAT)

General Health Questionnaire (GHQ) (Goldberg)

FOUR MAJOR MEASURES OF DISORDER AND THEIR DIMENSIONS

MU22 HQ

Depression x x x x

Schizophrenia x x x

Hypomania (Mania) x x x

Somatization x x

Hypochondriasis X

Anxiety X

Social Introversion X

Panic Disorder

Phobias

Anorexia

Alcohol Abuse

Drug Abuse

Obsessions and Compulsions

Antisocial Behavior

Cognitive Impairment (Measured
by Mini-Mental State Exam) X X



TABLE 6 4. I get annoyed or irritated more easily than
I used to.

MEASURES OF DISTRESS, WELL-BEING AND QUALITY OF
LIFE

FROM THE SURVEY OF PSYCHOLOGISTS

tdiUSJRES  OF ANXIETY

First Choice: State-Trait Anxiety Inventory
(Spielberger et al.)

Second Choice: Taylor Manifest Anxiety Scale

Third Choice: Zung Self-Rating Scale

tiL&SJR~S  OF DEPRESSION

First Choice: Beck Depression Inventory

Second Choice: Hamilton Depression Rating
Scale

Third Choice: Center for Epidemiological
Studies Depression Scale

URES OF WELL-BEING

First Choice: Life Satisfaction Index

5. I have never considered myself to be a
nervous person.

6. I have occasionally had a strong fear of
something even though I knew there was no
real danger.

1. There have been periods of a week or more
when I was so happy or excited that my
family or friends worried about me.

8. There have been times when I felt people
were watching me or spying on me.

9. More than once I have heard things other
people couldn't hear, such as a voice.

10. I get all the sympathy I should.

11. I am sure I'm being talked about.

12. At times I feel like smashing things.

SOURCES: MMPI-2, Diagnostic Interview
Schedule-III, Beck Depression Inventory.

AND-

1. I often feel nervous.
Second Choice: Quality of Well-Being Scale

2. I often feel calm.
Third Choice: Mental Health Inventory

3. During the past month, I have often felt
rattled, upset, or frustrated.

OF QJl&ITY OF LIFE

First Choice: Life Satisfaction Index

Second Choice: Quality of Life Index

Third Choice: General Well-Being Schedule
(Dupuy)

APPENDIX

MENTAL HEALTH QUESTIONS FOR THE HEALTH INTERVIEW
SURVEY

Response Categories: Please describe yourself
in relation to each of the following statements,
ranking yourself on a scale of 1 to 5. Give
yourself a 1 if the statement doesn't describe
you at all, and a 5 if the statement describes
you exactly. (Adapted from the Duke-UNC Health
Profile)

1. I have talked to a medical doctor about
problems with my memory.

2. I don't get real satisfaction out of
anything anymore.

3. Recently I have been able to sleep as well
as usual.

4. During the past month, I have felt
downhearted or blue.

5. During the past month, I have not been
moody or brooded about things.

6. I do not feel like a failure in life.

SOURCES: State-Trait Anxiety Inventory, Beck
Depression Inventory, Mental Health Inventory.

1. During the past month, I have cried a
number of times.

2. I feel that things are going my way.

3. I get upset when someone criticizes me.

SOURCES: Mental Health Inventory, Affect
Balance Scale.

AND OU&ITY OF LIFF,

1. During the past month, I have felt that the
future looks hopeful and promising.

2. During,the  past month, I have felt relaxed
and free of tension much of the time.

3. During the past month, I have not really
enjoyed the things that I have done.

97



4. During the past month, I have awakened
feeling fresh and rested.

5. I am not happy or satisfied with my
personal life.

6. As I look back on my life, I am fairly well
satisfied.

7. This is the dreariest time of my life.

8. During the past month, I have often felt
cheerful.

9. During the past month, I have been worried
or concerned about my health.

10. During the past month, I have been feeling
full of energy.

SOURCES: Life Satisfaction Index, General
Well-Being Schedule, Mental Health Inventory.
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SPECIALTY MENTAL HEALTH SERVICE UTILIZATION IN THE U.S.

Marilyn J. Henderson, Center for Mental Health Services

In his introductory remarks, Dr. Manderscheid
presented a chart detailing the annual
epidemiology of mental disorder. In this
presentation, I will focus in more detail on the
23 million persons who receive treatment in a
year, present some characteristics of persons seen
in the specialty mental health sector, and discuss
possible future directions in the collection of
data on mental disorder.

Data from the Epidemiologic Catchment Area (ECA)
show that persons receive mental health treatment
in a variety of settings.l The ECA was completed
with five research sites in of the National
Institute of Mental Health to collect community
based estimates of prevalence/incidence as well as
service use for different mental disorders from
1980-1985. When comparing data on the treatment
provided in four sectors: the Specialty Mental
Health and Substance Abuse Sector, the General
Medical Sector, the Human Services Sector, and the
Voluntary Support Network, it is apparent that
people are seen throughout all these sectors, not
just in the traditional specialty sector.
Overall, when overlap is accounted for, 43 percent
of persons treated in a year received mental
health services within the General Medical Sector,
with 32 percent receiving care exclusively in this
setting; 40 percent received services within the
Specialty Sector; 20 percent received treatment
within the Human Services Sector, and 28 percent
received care within the Voluntary Support
Network. Fifteen percent of persons received
their mental health care exclusively within the
voluntary network.

From these ECA data, it is clear that the mental
health service system encompasses a wide variety
of settings. Extremely limited information exists
about mental health services in many of these
settings. Our most comprehensive, detailed
information about clients and services is
collected through the National Reporting Program
within the Center for Mental Health Services
(CMHS) which has focused over time primarily on
the traditional specialty mental health care
setting, a subset of the Specialty Mental Health
and Substance Abuse Sector. Although thisiyttzEz
no longer provides the bulk of care,
provide fairly intensive services to those who
receive treatment there.

Now I will focus further on a few characteristics
of the approximately 5.7 million persons seen
within the organized specialty mental health
sector. Data are from the CMHS 1986
Client/Patient Sample Survey of Inpatient,
Outpatient, and Partial care programs. Programs
included in this survey were all those that
provided inpatient, outpatient, or partial care
services within specialty mental health
organizations identified through our biennial
Inventory of Mental Health Organizations and
General Hospital Psychiatric Services. Not
included were services provided by private
practitioners, specialty alcohol and drug abuse
services, the general medical sector, human
services sector, and the voluntary support
network. We are looking at a small, specific
piece of the pie.

In the 1986 survey, we obtained estimates of
persons continuing care at a point in time
(beginning of survey) as well as for those
admitted during the year. Added together, these
estimates provide us with an estimate of the total
persons seen within each program type. Note that
throughout this discussion, persons have not been

unduplicated between the settings; persons
receiving care in more than one setting are
included in the totals for each setting.

If we look at the relative distribution of persons
who received services by setting (chart 11, we see
that outpatient programs provided care to the
largest number of persons (over 62%). About one-
third of persons were seen within inpatient
programs, and a very small group, only 5 percent
were seen within partial care programs. Over
time, the specialty mental health system has
increasingly moved toward care in ambulatory
settings.

CHART I

Inpatient, outpatient and partial care programs
differed with respect to the percentages of their
caseloads who were admitted during the year versus
those in active treatment at the beginning of the
year (chart 2). Whereas almost all of the persons
seen in inpatient settings were admitted during
the year (91%), in outpatient programs only 61
percent were admitted during the year, and in
partial care programs, persons admitted and
persons under care at the beginning of the year
were about equally represented. With the
increased emphasis on short inpatient stays within
psychiatric hospitals, it is not surprising to
find a smaller number of persons resident at any
one time, and a larger number of persons moving in
and out of the system. In ambulatory programs,
caseloads are more balanced between new persons
entering the program and ongoing clients.
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As could be expected, differences also existed in
the diagnostic distributions for persons seen
within the three service settings (chart 3). To
illustrate differences among the settings, I have
grouped principal diagnoses into four very broad
diagnostic groupings: schizophrenia and related
disorders, major affective disorders, alcohol
related disorders, and drug related disorders.
When comparing these broad groupings, differences
among the settings are dramatic. Over three-
fourths of the persons in inpatient programs
received one of these diagnoses as their principal
diagnosis; about two-thirds of those in partial
care received these diagnoses; and only slightly
over one-third received these diagnoses within
outpatient settings. In outpatient settings, more
focus was on less severe disorders such as
adjustment disorders and social conditions. This
points to very different groups of people being
seen in each setting with respect to diagnosis.

CHART  5

It is of interest to note the percentages of
persons with principal diagnoses of alcohol and
drug related disorders within the specialty mental
health sector, which does not include separate
programs specifically focused on substance abuse
disorders. Alcohol and drug related disorders
accounted for approximately 20 percent of all
principal diagnoses within inpatient settings, 10
percent within outpatient settings, and 8 percent
within partial care settings. Since we did not
collect secondary or dual diagnoses in the 1986
survey, these estimates do not include clients who
had co-occurring diagnoses of alcohol and drug
related disorders. Hence, the total number of
persons being treated with alcohol or drug related
disorders in the specialty mental health sector
represents a fairly substantial group,
underscoring the need for emphasis on integrated
services for persons with co-occurring disorders.

When comparing the relative age distributions
within these settings (chart 4), we see that
children and youth under 18 represented higher
percentages of persons in ambulatory care settings
than in inpatient settings, a finding consistent
with our emphasis on providing services in the
least restrictive settings, particularly for
children and youth. Looking solely at these
overall counts, however, obscures differences in
the populations of clients seen by different types
of facilities.

8 i i

52

If we further look at age and diagnostic
information by type of organization, we see a
marked difference in the percentage of children
and youth that were seen in private psychiatric
hospitals when compared with the State and county
public hospitals and nonFederal general hospitals
with separate psychiatric services (table 1).
This held for both inpatient and outpatient
settings. Similarly, organization types differed
considerably with respect to the percentages of
persons receiving principal diagnoses of
schizophrenia or affective disorders. Much higher
percentages of persons were diagnosed with
schizophrenia within State and county mental
hospitals when compared with the other two
facility types, whereas major affective disorders
were much more prevalent in private psychiatric
hospitals and nonFederal general hospitals.
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5 21 6

42 12 18
15 48 38

14 33 20

29 6 13
18 23 23

These are just a few of the types of comparisons
that may be made with organization-based data from
the National Reporting Program. We could go on to
look further at other sociodemographic variables,
at length of stay, and types of treatment from
this survey. As noted earlier, however, these
data cover only a specialized part of the mental
health system. When trying to construct a total
picture of what is happening within the entire
mental health system, it is extremely difficult to
apply a building block approach, pulling pieces of
available information from the large range of
organization based data systems. Many gaps exist
in our data collection, with very little
information available about the human service
system, voluntary support network, or the criminal

100



justice and education systems.

Within the National Reporting Program of CMES, we
are trying to gain a better understanding of the
mental health services provided in these
nontraditional settings, by conducting surveys of
organizations outside the traditional specialty
sector and also outside of organized settings. In
1989, we conducted a survey of mental health
services in State Correctional Institutions, and
are currently going into the field with a survey
of mental health services in local jails. This
year we will be completing feasibility studies for
conducting surveys of the juvenile justice system
and also of organized consumer run self-help
groups. These additional surveys will enable us,
for the first time, to gain a better understanding
of mental health service availability in these
settings.

In order to follow a person's course of care
throughout the entire system, however, we need to
have the capacity to track the care of persons
with mental disorder across all sectors where they
receive care. As we have already seen, persons
with mental disorder seek mental health care in a
variety of settings. Our data needs span both
epidemiology and service patterns.

Within the Center for Mental Health Services, we
have been supporting a system called the Mental
Health Statistics Improvement Program (MESIP),  a
cooperative effort with the States, one purpose of
which is to define and collect standard data
elements for comparable data across the country.
Data standards are in place for client,
organization, and event reporting, and we have
been supporting grants to the States to implement
these standards, and to make use of data for
oolicv decisions. Our effort has been to increase
participation to include providers of mental
health services other than States, and to include
consumer input into our data collection.efforts.

Currently, the MESIP data standards are
organization-based. Over time, we have
increasingly recognized the need to augment our
current organization-based reporting system with
a person-based system. It is clear that mental
health services will continue to move out and
encompass new settings, and that people will seek
care within a varietv of innovative services in
overlapping sectors: The future of data
collection in the area of mental health should
include both person-based and organization-based
reporting. We are exploring the collection of
person-based information so that we may look at
patterns of care. We also see a need to continue
the collection of specific organization-based data
that provide program management and system-level
information. Both of these together would
increase our capacity to document the types of
care persons with mental disorder receive
regardless of where they obtain these services.
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PARENTAL FACTORS INFLUENCING PATTERNS OF PRENATAL CARE
UTILIZATION

Peter T. D'Ascoli,  University of MinneSOta
Greg R. Alexander, Donna J

Introduction:
In our society, prenatal care is

provided as the major preventative measure
to assure healthy pregnancy outcomes. The
utilization of prenatal care has been
associated with several health benefits,
including diminished low birth weight
(LBW) percentages. While the content of
prenatal care and the recommended number
of prenatal care visits are currently
being debated and are in an ongoing state
of development, it is generally accepted
that obtaining prenatal care is one of the
health behaviors necessary to obtain a
healthy pregnancy outcome. Further, for
many primigravid young women, prenatal
care may represent their first adult
contact with the health care system and
their satisfaction with and knowledge
gained from that interaction may influence
their and their families' subsequent use
of preventive health care services.

Obtaining prenatal care can be viewed
as an individual health-seeking behavior.
In a systems approach, this view may be
too narrow. There is evidence that
geography, knowledge, attitudes economics,
and health insurance, which is based on
employment, all play a role in obtaining
prenatal care. Family structure and
function may also influence these
relationships as well as having a direct
effect on a woman's prenatal care seeking
behavior. While the role single marital
status plays in prenatal care acquisition
has been studied, the role of the father
in prenatal care and pregnancy outcome has
had limited review.

In this paper, we will look at the
influence that socio-demographic
characteristics of the father and mother
have on utilizing prenatal care in
Minnesota. Our specific area of inquiry
is the impact that marital status and the
mother's and father's education have on
both the initiation and adequate use of
prenatal care services. Recognizingthat
differences in family makeup and
educational level may represent variations
in income, insurance, social support and
attitudes related  to family planning and
health care seeking behavior, we postulate
that these socio-economic and demographic
indicators will be positively related to
earlier and more adequate utilization of
prenatal care.
Data:

The data set utilized for this
investigation was obtained from the live
birth file of the State of Minnesota for
the years 1990 through 1991. Single live
births to resident mothers were selected:
131,845 births were available for

Petersen, Michael D. Kogan

analysis.
Educational attainment of mothers and

fathers was defined as follows: For
adults (18+ years of age): low (<12 years
of education), average (12 years), high
(>12 years); for adolescents (~18 years of
age): low (2+ years below expected grade
level), average (within 1 year of expected
grade level), high (2+ years above
expected grade level).

High parity for age was defined as 1
or more previous births for adolescents
(~18 years), 3 or more previous births for
mothers 18-21 years, 4 or more previous
births for mothers 22-24 years and 5 or
more previous births for all other
mothers. Adequacy of prenatal care
utilization was defined according to the
index proposed by Alexander and Cornely.
Reported race of mother was used to define
ethnicity (Alexander and Cornely, Am J
Prevent Med 1987; 3:243-253.)

Multiple logistic regression was
employed to calculate odds ratios for the
independent effects of parental factors on
various measure of prenatal care
initiation and adequacy.

TABLE 1

S~~I~-DEMOG~APHI~ blARAClERISTICS
1990-1991 SINGLE LIVE BIRTHS
TO MINNESOTA RESIDENT MOTHERS

N=133,845

.
Find-as:

Socio-demographic characteristics of
the study population are displayed in
Table 1. Infants of white mothers
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Being over 30, a primipara and having
high educational attainment are positively
associated with early prenatal care
initiation. Single teens and adults,
women with a high parity or low
educational attainment, as well as the
identified minority groups, are at a
greater risk of initiating prenatal care
late. As a note of caution the logistic
regression detailed in columns one and two
cannot be directly compared to the
remaining regression in column three.

Table 4 presents the results of the
analysis of adequacy of care within
trimesters that prenatal care began
against the same maternal characteristics
as those considered in Table 3. Among
those who initiated prenatal care in the
first trimester, there is an increased
risk of less than adequate care use for
not married, teenaged, high parity, low
education and minority mothers. These
relationships were also found for those
who started care in the second trimester
and received inadequate prenatal care.
Non-significant odds ratios are shaded.

Also provided in Table 4 is the
results of the analysis of the predictors
of receiving no care versus any prenatal
care. Not being married was found to have
a markedly high risk of receiving no
prenatal care, regardless of age.

Parental Characteristics:
In order to examine the impact of

parental characteristics on prenatal care,
a subset of singleton births to white
mothers 21 years of age or older, were
selected. Other ethnic groups were
excluded due to a lack of sufficient cases
for meaningful analysis. The results of
the logistic regressions, focusing on
initiating and adequacy of prenatal care
use, are presented in Table 5. The

reference group was married, multiparous
women with average parity for age, 21-29
years of age, with both mother and father
having 13 years or more completed
education.

High parity for age women, and not
married of any educational level were at
markedly higher risk of receiving no
prenatal care. Married women of low
educational attainment with a husband with
low or average educational attainment were
also at risk of receiving no prenatal
care, but at lower odds ratio. The
receipt of no prenatal care is relatively
rare in this population, evidenced by the
broad confidence intervals of the odds
ratios.

Odds Ratios and Confidence Intervals
Trimester Care Began (3rd va 2nd vs 1 st)

1990-91 Minnesota Single Live Births

M.Low/Not  Married
M.l.ow/F.l.ow

M.Low/F.Ave

M.Low/F.High
M.Ave/Not Married

M.Ave/F.Low
M.Ave/F.Ave
M.Ave/F.High

M.High/Not  Married
M.High/F.Low
M.Highff  .Ave
Mom 30+ yrs

Primipara
High Parity for Age

/
1 10

Odds Ratio from Logistic Regression
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represent over 90% of the study group.
Over three-fourths of the infants were to
married mothers. Only 2.7% of the mothers
were adolescents (Cl8 years of age), and
over one-third were 30 years of age or
older.

The level of educational attainment
among mothers was relatively high with
more than half having some college
education. Almost 40% of the births were
to primiparous women and nearly 3% were to
women with a relatively high number of
previous births for their age.

Table 2 depicts the number and
percentage of births by prenatal care use
categories. These categories indicate the
trimester prenatal care began and the
adequacy of the utilization. The adequacy
of. utilization takes into account the
number of prenatal care visits adn the
gestational age at delivery. Over 60% of
the women started care in the first
trimester and had adequate utilizaton of
prenatal care. Less than one percent
received no prenatal care and for 16% of
the study population, prenatal care could
not be categorized due to missing data.

The overall LBW percentage of this
study population was 4.19%. There is a
progression of LBW from 3% in the adequate
group, to 5% in the intermediate group, to
6% in the inadequate group, to better than
21% in those who received no prenatal
care. Those with missing data had 7% LBW.
(not shown)

TABLE 2

PERCENT Lw BIRTH W EIGHT BY TRLWSTER PRENATAL CA R E
BEGAN AND ibEWlAcv OF UTILIZA~‘ION*

1990-1991 SINGLE LIVE  BIRTHS
TO M INNESOTA RESIDENT MOTHERS

I T RIMESTER OF IN I T I A T I O N
AND AD~au~cv  OF

INADEWATE 7.75 0.44

RE

INTERMEDIATE 4.08 11.60

* ADEWACY  O F  P R E N A T A L  CARE  U T I L I ZA T I O N  BASED  O N
INDEX BY ALEXANDER AND CORNELY, AM J PREVENT HE O
1907: 3:243-253.

Table 2 also provides low birth
weight (LBW) percentages by prenatal care
categories. Among those who started
prenatal care in the first trimester,
there was 2.96% LBW among those who were

in the adequate group. However, for those
who received intermediate or inadequate
care, the percentage of LBW was 6.95 for
intermediate and 7.75 for inadequate, more
than twice that of the adequate group.
Among those who began prenatal care in the
second trimester the LBW percentage of the
inadequate group (11.70%) was nearly three
times that of the intermediate group
(4.08%). (By definition in this index,
starting prenatal care in the second
trimester can not be adequate.)

It is noteworthy that the LBW
percentage for women initiating prenatal
care in the third trimester is 3.78, which
is below the Year 2000 Objective of 5%.

Mothers who start care in the first
or second trimester, but get less than
adequate care, as well as the no prenatal
care and the missing data categories,
represent the groups at highest risk of
LBW. The l@less than adequate" groups that
initiated care in the first trimester are
of particular interest as they entered the
health care system early but failed to
maintain regular contact.

-Characteristics:
Logistic regression was used to

examine the association of maternal
characteristics on three measures of
initiation of prenatal care. This is seen
in Table 3.
white,

The comparison group is
adult (18-29 years), multiparous

mothers with average parity for age and
average educational attainment
school graduates).

(high
The first column is a

comparison between initiating care in the
second versus the first trimester. The
second column 3rd versus 2nd trimester
initiation. The last column is a
trichotamous analysis of all three
trimesters, which compare the 3rd to the
2nd and the 1st trimesters and the 1st to
the 2nd and 3rd.
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Using the previously employed
trichotomous outcome indicator of
trimester of prenatal care initiation, a
distinct pattern to the odds ratio
emerges. For each maternal education
strata, an increased risk of delayed
initiation of prenatal care is observed
for lower paternal educational attainment.
Within each maternal education strata not
married mothers demonstrate the highest
risk of late prenatal care initiation.
This pattern can be more clearly observed
in Figure 1. Among the marital status and
parental education groups, not married
women of low educational attainment
exhibit the highest risk of delayed care.
Holding mother's education constant, the
risk of delayed initiation of prenatal
care decreases for married women as
fathers education increases. A similar
association with marital status and
parental education was found in the
analysis of adequacy of the prenatal care,
given a first trimester initiation of
prenatal. This is again seen in Table 5.
Discussion:

As has been previously noted,
variations in the utilization of prenatal
care are associated with differences in
infant birth weight. In this study, those
women receiving adequate care exhibited
the lowest proportion of low birth weight
infants while those receiving no prenatal
care experienced the highest percentage.
Further, this study demonstrates that
maternal characteristics affectthetiming
of initiation and adequacy of prenatal
care utilization. Clearly, the highest
risk for receiving no prenatal care was
among unmarried women while the lowest
risk for inadequate prenatal care was
found among primiparous women and those
with a higher level of educational
attainment.

The examination of the effects of
father's education among married women on
the adequacy and initiation of prenatal
care provides an important starting point
for discussion, particularly when compared
with the same data for unmarried women.
Among white adult Minnesota resident
mothers, higher educational attainment of
the fathers as well as the mothers seems
important for the early initiation of care
and attendance to a recommended schedule
of visits. As a father's education
declines, so too does utilization of
prenatal care. In the absence of a
marital partner, prenatal care utilization
becomes lower still.

The reasons for this phenomenon can
only be speculated upon here. Possible
considerations include:
1) a better educated husband may command
a higher income and have access to more
comprehensive health insurance benefits:
2) a better educated husband may be more
knowledgeable about the need for ongoing
medical care and may encourage its use:
3) a better educated husband may have

participated in the planning of the
pregnancy and may have other resources
generated out of personally motivated
interest to devote to assuring a healthy
pregnancy: 4) a better educated husband
may be a more supportive partner in
general, providing the social support
considered important in
positive pregnancy outcome:

promoting a
5) single

women may well experience
disproportionate number of unplanned 0:
unwanted pregnancies resulting in a delay

initiation of because the
iiegnancy  was not recor$?led  or because of
the ambivalence surrounding the pregnancy.

An area for further investigation is
the role of paternal education in the
situation of cohabitation out of wedlock.
Additionally, as this study's findings are
based on largely a white population,
further investigation of these
relationships are needed in other ethnic
groups.
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FAMILY AND CULTURAL FACTORS IN MENTAL AND PHYSICAL COMORBIDITY IN CHILDRRN

Ronald J. Angel, The University of Texas at Austin
Jacqueline L. Angel

A growing body of epidemiological data
based on structured instruments such as the
Diagnostic Interview Schedule for Children (DISC)
and the Child Behavior Checklist (CBCL) reveals
relatively high rates of childhood
psychopathology in community samples.1*2*3,4*5*6  In
a review of the findings of recent studies,
Costello reports rates of significant
psychopathology ranging from 17.6% to 228.' Of
particular importance to our present purpose is
that fact that the evidence also shows that rates
of childhood psychopathology are influenced by
various social class factors.8*9  Because of the
fact that minority group children are often
exposed to serious psychological stresses
associated with poverty, they are at elevated
risk of emotional and behavioral problems. The
evidence suggests, therefore, that there is a
great deal of unmet need for mental health care
services among children in general, and among
poor minority group children in particular.

Although we do not have accurate estimates
of mental health care use by poor minority
children, data for the general population suggest
that most children in need of services never see
a mental health professional. As is the case for
adults, most children who receive any care at all
for mental health problems are seen exclusively
by general practitioners,
pediatricians.1081's1',13

primarily
Extrapolating from

data for the general population presented by
Regier et al." Costello estimates that among
children with a mental disorder only one in five
receives specialist treatment, while three
receive care from a pediatrician, and one
receives no treatment at all.1° Offord et al.=
come to a similar conclusion. These figures
dramatically emphasize the fact that, as is the
case for adults, general medical care providers
are the only contact that the majority of
children with mental health problems have with
the medical care system. For poor, minority
group children, among whom rates of
psychopathology are likely to be high, even this
contact may be rare.

Because they are often poor, and
consequently more likely to be exposed to the
health risks of poverty, black and Hispanic
children in the United States are at particularly
high risk of poor health. To make matters worse,
the children of the poor often do not receive the
same quality of health care as the children of
the middle class." In addition to poverty black
and Hispanic children are more likely to live in
single-parent families.17 A growing body of
research' indicates that children who grow up
without a father often experience serious
developmental problems, including disturbed sex-
role identities and antisocial
be~vior.la,19,*0,21,22

Children also experience major health
problems as a consequence of divorce itself.23324
Clearly, most single-parent families are not
dysfunctional nor do all children suffer
irreparable damage as the result of divorce.'5
Nonetheless, the economic and social stresses
that many female-headed families experience can
place a child at increased risk of both mental
and physical illness.'2026 The children of poor
single mothers face a double jeopardy in terms of
the risk of emotional and behavioral problems.

In this Paper we examine patterns of co-
occurrence of physical and mental illness among
children and adolescents. In addition to
physical and mental health problems we examine
the use of both specialty mental health and

general medical care because of the possibility
that children with sub-clinical, but nonetheless
significant emotional and behavioral problems,
are more likely than children without such
problems to be taken to the doctor. As is the
case for adults, man? children who are taken to
the doctor for physical problems such as
recurrent abdominal pain, may be suffering more
from emotional than physical problems. Our major
focus is on the impact of race and Hispanic
ethnicity, as well as family structure, on
patterns of mental and physical illness and
medical care use.

Sin&e Motherhood and Childhood Psvchonatholoay
The identification of mental health

problems among children is a difficult task
primarily since there is little agreement as to
what psychopathology means in childhood.
Gutterman, O'Brien, and Young note that "lmlany
diagnostic ?categories for children have a
provisional quality, given rudimentary knowledge
regarding the prognosis, prevalence, and
etiologies of these diagnoses .tt2’tP.605) Happily,
substantial progress in the development of
structured diagnostic instruments for the
estimate of the prevaience  of specific emotional
and behavioral problems in the community has been
made in recent years 7,*8129

As of yet, however, there are no large
scale studies of the role of family structure on
the mental health of children in different racial
and ethnic groups that use these new highly
structured diagnostic instruments. As a
consequence, the little that we know of the role
of family structure, race, and ethnicity on the
mental health of children and adolescents is
based primarily on specialized studies that
employ symptom checklists dealing with
developmental, behavioral, and emotional
prOblems.30,31~3~.~3 Although such data do not
allow us to make estimates of the prevalence of
specific mental health problems in the community
they do provide important information on the role
of family structure in childhood psychopathology.

In the following analyses we rely on
parents' reports of emotional and behavioral
problems in their children. We justify the use
of such non-clinical assessments on the grounds
that maladaptive behaviors and emotional problems
that are not serious enough to qualify as full-
fledged clinical entities can still cause serious
life-long problems for a child. Relatively few
children suffer from the most serious mental
illnesses, and psychological problems in
childhood and adolescence often manifest
themselves as emotional and conduct disorders.3'
Difficulties with parents, teachers, and other
social authorities can have serious long-term
consequences. Children whose behavioral and
emotional problems interfere with their education
and social development are at high risk of
delinquency and of the long-term consequences of
underachievement. Data on the adult consequences
of childhood maladjustment show that, although
most troubled adolescents grow up to be normal
adults, the majority of adults with serious
adjustment problems were troubled adolescents.35

Before proceeding we should note that the
phenomenon we are dealing with is related to what
in the clinical literature is referred to as
somatization disorder, in which emotional
problems are manifested physically.36 However,

interested
yhentz&on than the

far more general
for%aladiagnostic category of

somatization disorder. Although full-blown
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somatization disorder is rather rare, the
expression of psychological distress as physical
symptomatology, or as generally diminished
physical well-being, is much more common. This
is because individuals do not experience their
mental and physical selves separately;
subjectively, distress is expressed through
multiple channels and problems in any one area of
life can easily manifest themselves in others.3'

Since we rely on parental reports of
children's mental and physical health status we
should also caution the reader that one of the
major problems with the use of third party
reports to assess psychopathology or any other
aspect of an individual's functioning is that
such reports are subject to error from various
sources. For example, it has been shown that a
mother's perception of her child's physical
health is influenced by her own psychological
state." Mechanic" found that mothers who were
under stress reported more illness for themselves
and for their children than mothers who were not
under stress.

Many single mothers are under great
economic and emotional stress since they must
often raise their children with little help. The
need to work, at the same time that she must be
both mother and father to her children, can lead
to what has been termed q'role overload."" It is
easy to see how such a situation might influence
a mother's perception of her child's health. Of
course, the same stress that affects a mother's
perceptions can lead to very real decrements in
her child's health so that it is very difficult
to disentangle the mother's own psychological
state from the child's actual state on the basis
of the mother's reports alone. Nonetheless,
parental reports have been shown to be largely
reliable sources of data on a child's mental
health status and because they are widely used in
the literature we rely on them here.2p

As we stated earlier, one of our major
concerns in this paper is to determine the impact
of a mother's marital status on her children's
mental health. However, single mothers may well
be more different than they are similar. They
differ for example in age, education, and
earnings capacity.40 One other aspect in which
they differ, previous marital status, has
important implications for children's health.
There is a substantial body of literature that
shows that children who experience their parent's
divorce are particularly vulnerable to behavioral
and emotional problems.18~19~21~22~23 Evidently, the
trauma and family turmoil that precedes the
separation, in conjunction with the dramatic
changes that accompany their parent's divorce
cause children great emotional trauma.

On the other hand, the children of never-
married mothers, many of whom are young and have
few job skills, are often subjected to poverty
and a disorganized social environment throughout
their young lives. Since black, Hispanic, and
non-Hispanic white single mothers differ greatly
in previous marital status their children also
differ in the sorts of physical and mental health
risks to which they are exposed. Although we
cannot definitively answer the question of the
impact of previous marital status on children's
mental health we examine the issue to some extent
in the following analyses.

Our analysis is based on the 1988 child
health supplement to the National Health
Interview Survey (NHIS), a
representative

nationally
sample of the civilian,

noninstitutionalized population under 18 years
old.9 In the child health (NHIS-CH)  supplement,
one child was randomly selected from each family
contacted as part of the basic survey. The total
NHIS-CH sample includes 17,110 children. We
employ a subset of 15,259 black, Hispanic, and
non-Hispanic white children that lived with both

parents or their mother only. Because of the
small number of Puerto Ricans and Other Hispanics
our findings concerning these groups are only
tentative. Because of the absolute lack of
information on the role of family structure on
the health of these children, however, we retain
them in those parts of the analysis in which
their numbers are sufficient to justify an
examination of the net impact of Hispanic
ethnicity.

Information on the child's health was
provided by the mother or some other household
member. The respondent provides information on
the child's health, behavioral problems, health
service utilization, and family characteristics.
Race and Hispanic ethnicity are determined on the
basis of the respondents self-report. In the
following analyses we examine four outcomes: (1)
whether the child has ever seen a psychiatrist,
doctor, or counselor about any emotional, mental,
or behavior problem (this question is asked only
for children three years and older); (2) whether
the child has ever had an emotional or behavioral
problem that lasted three months or more; (3)
whether the child has seen a doctor at least once
during the past 12 months; and (4) whether or not
the child has manifested one of a number of
behavioral problems during the previous three
months.41

Our definition of family type is based on
the marital status of the child's mother and we
compare two-parent families to mother only
families. These families can contain any number
of other relatives. In our multivariate
analyses, therefore, we control for total family
size.

Results
Preliminary analyses of the data (not

shown) reveal three distinct dimensions of
economic disadvantage: race, specific Hispanic
ethnicity, and headship status. Regardless of
race or ethnicity, a much larger proportion of
female-headed than two-parent households have low
incomes. Among blacks, Puerto Ricans, and
Mexican Americans fewer than half of single
mothers are employed. Previous research shows
that a large fraction of these families depend on
welfare." Even when they are employed, though,
female-headed families are at a distinct economic
disadvantage for two reasons: women earn less on
average than men and in couple-headed households
there are two potential earners.

Table 1 shows the proportion of children
who have ever had a mental health visit broken
down by their mothers present or previous marital
status for Mexican American, black, and non-
Hispanic white children. The number of Puerto
Rican and Other Hispanic children is insufficient
for a detailed breakdown. These data reveal some
rather large differences in the proportion of
children with mental health visits for each
racial and ethnic group. In all three groups,
children whose parents have divorced are more
likely to have had a mental health visit than
children in intact homes or those whose mothers
have never married. For Mexican American and
non-Hispanic white children this is also the case
for those whose parents have separated.

These data, then, suggest that the children
of divorced and separated parents are also more
likely to have emotional problems. These
findings corroborate more qualitative research
that shows that the family conflict and emotional
strain that surround divorce cause mental health
problems in children.2' These data also indicate
that there are substantial group differences in
the probabilities of mental health visits and
emotional problems as a function of the mother's
previous marital status and race and Hispanic
ethnicity. The impact of previous marital status
on psychopathology and mental health care
utilization of children in different racial and
ethnic groups clearly warrants further study. In
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the United States race and Hispanic ethnicity are
correlated with socioeconomic status and
differences in material resources, as well as
differences in culture and social class may
translate into different mental health risks for
children.

In Table 2 we examine patterns of physical
comorbidity among young school-aged children with
behavioral problems. In this table those
children who often experience behavior problems
are compared to those who experience them only
sometimes or never. Preliminary analyses
revealed that, as one might expect, a large
fraction (three-quarters) of children
occasionally act up, but that far fewer do so
often. It is clearly those who manifest serious
behavior problems and who do so frequently who
are at highest risk of long-term maladjustment.

This table shows that, as one would expect,
a larger proportion of those children who often
experience behavior problems have seen a
psychotherapist compared to children who never or
only sometimes act up. Additionally, a higher
proportion of non-Hispanic white children who
frequently manifest behavior problems have seen
a physician in the last year. At least for non-
Hispanic whites, then, children with behavior
problems are more likely than those without such
problems to see a general practitioner. The last
row of Table 2 shows that for all three groups a
larger proportion of children with behavior
problems also have emotional problems that have
lasted 3 months or more. This table also reveals
large differences between non-Hispanic whites,
blacks, and Mexican Americans. A larger fraction
of non-Hispanic white than black or Mexican
American children who often manifest behavioral
problems have either seen a psychotherapist or a
general medical doctor.

The information on physical comorbidity in
Table 2 offers some insights. It appears, in
general, that children who often manifest
behavior problems are more likely than children
who do not to experience those physical illnesses
that can have a psychogenic etiology. For
example, among children who often manifest
behavior problems a slightly higher fraction have
had asthma. This difference is statistically
significant only for non-Hispanic whites,
however. There is also a tendency for children
with behavior problems to have experienced food
and respiratory allergies. Finally, for all
groups a higher proportion of children with
behavior problems have had ear infections, a

diagnosis that is frequently made in pediatric
practice. In addition, as we might expect, a
larger proportion of children with behavior
problems have experienced headaches and enuresis,
both physical conditions with clear emotional
components. Again, there are clear differences
* rates of these illnesses
&ween the three groups,

and conditions
perhaps reflecting

group differences in the tendency to seek medical
care. we might note that, by and large, the same
patterns are evident among the younger children
in Table 2 emerge among adolescents.

These results suggest that there is a great
deal of emotional and behavioral comorbidity
associated with physical illness among children
and adolescents. Although our data do not allow
us to examine associations between particular
mental health problems and specific physical
conditions, they suggest that children .with
behavioral problems also experience physical
illnesses that can have a substantial psychogenic
etiology, such as asthma, headaches, and
enuresis. Many of these children are no doubt
brought to the doctor for the physical problem
and if they receive specialty mental health care
do so as the result of a referral. The
literature we reviewed earlier, though, suggests
that most receive no treatment for their
emotional problems or receive it only from the
general practitioner.

In Table 3 we examine the association
between structure and
physical,

family the various
emotional,

have been discussing.
and behavioral problems we

our disaggregation,
Since we cannot continue

in this table we simply
present the proportions of children with each
problem by family headship for the various racial
and ethnic groups. This table reveals that a
larger proportion of children in female-headed
households often suffer emotional and behavioral
problems. As in the previous tables there are
large differences between groups that may be
partially the result of differing sample sizes.
Although single motherhood is stressful for all
racial and ethnic groups it interacts with other
factors, such as
status,

income and minority group
to lead to different emotional and

behavioral outcomes.
Table 3 also shows that, in general,

larger Proportion of children in female-headed
families have seen a psychotherapist.
other hand,

On the
except for Mexican Americans, there

are few differences in the proportion of children
who have seen a general practitioner during the

Table 1: Percent of Children with a Mental Health Visit or Emotional Problem by Race&dud&y  and Mother’s Marital St&s
(Weighted Percentages; Weighted N’s in Parentheses)

Race/Hispanic
@l&&y

Mexican American

Mental Health
g&

Emotional
&ggl

Never Married
DivorcedSeparated
Widowed
Manied

g&

0.0 (30) 8.0 (36)
12.1 (49) 13.2 (57)11.9

(25) 1.5 (27)
0.0 (10) 0.0 (10)2.1

(438) 4.7 (493)

Never Married
Divorced
Separated
Widowed
Married

Non-Hispanic White

3.5 (441) 6.0 (498)
6.3 (263) 4.9 (301)
3.8 (164) 3.7 (179)
3.2 (44) 3.2 (47)
3.4 (721) 3.0 (796)

Never Married 5.7 (131) 4.4
Divorced

(149)
14.6 (706) 14.6

Separated
(918)

16.1 (202) 14.2
Widowed

(253)
5.3 (57) 14.6

Married
(71)

5.1 (6,139) 4.9 (7,046)
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past year. Although the previous tables revealed
differences in physical morbidity among children
with and without behavioral problems, there are
no striking differences in physical morbidity
between children in two-parent and female-headed
families. Evidently, then, although a larger
proportion of children in female-headed families
have behavioral and emotional problems than
children ’ two-parent families
differences%e not large enough to

these
Result in

discernable differences in physical comorbidity
in the aggregate.

The data in these tables, then, suggest
that among children and adolescents emotional and
physical problems tend to occur together. There
are several possible explanations for this
phenomenon. Since we are relying on proxy
responses, those of the parent, reports
concerning the child's behavior and physical
health may be influenced by the parent's own
emotional state. On the other hand, those
parents who seek specialty mental health care for
their child may also be more likely to use
general medical care. Finally, some children
with emotional and behavioral problems may be
referred from the general medical care provider
to a specialty mental health care provider.

Finally, we sought to examine the
multivariate correlates of general medical care
use and of specialty mental health care use
(table not shown). These analyses had two
objectives, first, to determine whether race,
ethnicity, and single motherhood have independent
effects on the probability of seeking care and,
the second, to determine which of the physical
conditions listed in Table 2 are associated with
physical or mental health visits. Since single
motherhood, race ethnicity, and even physical
conditions are associated with other economic and
health-related factors these models control for
such health and utilization-related factora as
family income, health insurance, mother's
education, the child's birth order, and family
size. They also control for the mother's marital
status and whether or not the child manifests

behavioral problems often.
The results of these analyses revealed that

the children of single mothers have more medical
visits per year than the children of married
mothers. They also showed that Black and Mexican
American children have fewer doctors visits per
year than non-Hispanic white children. As one
would expect, most of the physical morbidity
factors are highly significant predictors of
physician's visits. What is of particular
interest, though, is that behavior problems are
highly significant predictors of general
physician visits even after all other factors are
taken into account.

Our analysis of the probability of a mental
health visit showed that children in female-
headed households were much more likely than
children in two-parent households to have had a
mental health visit. Once again, black and
Mexican American children were less likely than
non-Hispanic white children to have had a mental
health visit. Again, as one would expect, having
behavior problems greatly increases the
probability of a mental health visit, but in
addition, having respiratory problems, ear
infections, or enuresis also increases the
probability of a mental health visit.

Discussion
Clearlv. we would prefer to be able to

examine the &-occurrence of specific diagnostic
categories and particular medical conditions
among these various racial and ethnic groups
using instruments such as the DISC. As of yet,
there are no large scale surveys that allow this
sort of detailed examination for the children of
single parents among different racial and ethnic
groups. Hopefully this situation will be
remedied in the near future. Our findings,
therefore are only suggestive, but they add to a
growing body of evidence that mental and physical
health problems tend to occur together for
children as well as for adults. They also reveal
that the children of single mothers are at
elevated risk of emotional and behavioral

Table 2: Childhood Physical end  Mental  Gxncrbidity  and Mental Health Scrvicc Utiliion  by Race and Hispanic Ethnic@

Ever Seen-
Psychotherapist'

PastlZMonths-
Doctorvisit

Asthma

EarInfections

Food  Allergy

Respiratcty Allergy

Pneumonia

Headaches

6Months-11Yeals

Bchaviond Problems

Non-Hiapaak
White

SOmetimes/
oflcn’ NWd

Blrck Mexican  America
Sometimes! Sometimes/

OlW Never’ often’ Neve?

8.1" 3.7

83.8’ 11.4

9.5” 5.6

36.8” 29.8

9.3” 6.9

16.1’ 13.1

9.7 1.8

7.3” 3.7

11.2” 6.4

4.4’

73.5 67.0 66.6 66.4

9.1 6.9 8.0 5.0

28.1” 12.6 31.4’ 19.7

5.1 2.6 4.6 3.5

9.0 6.1 5.4 5.0

8.2’ 4.5 5.1 4.4

8.3” 3.0 3.4 2.5

11.3” 3.6 12.3’ 6.6

2.6

Ever Had- Behavior or Emotional
Problem? 15.2” 2.3 6.5” 1.1 9.7” 1.8

4.5 3.4

Unweightcd  N (1255)  (2,857)

reports  a t  l e a s t  o n e  b e h a v i o r a l  p r o b l e m  occurs
problem  s o m e t i m e s  or
‘Among and o l d e r .

* p -< .05
** p < .Ol
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problems and that black and Hispanic are less
likely than non-Hispanic white children to see
either a general or specialty mental health care
provider.

These findings have important implications
for research into childhood psychopathology as
well as for pediatric practice. As with adults,
the general medical care provider is likely to be
the first, and often the only, contact that a
child with mental health problems has with the
medical care system. Since they are on the front
lines in the battle against childhood mental
illness, it is important that pediatricians be
aware of the substantial emotional comorbidity
that is likely to exist among their patients who
present with strictly medical problems.

The assessment of emotional and behavioral
problems in pediatric practice, however, is a
difficult task especially when there are large
cultural and social class differences between the
physician and the patient. Cultural and social
class distance between the physician and the
patient can decrease the probability that problem
behaviors will be recognized and referred for
appropriate care. On the other hand, cultural
difference between patient and provider may
increase the likelihood that a physician will
label relatively normal behavior as problematic.

By now there is a large literature that
shows that culture and social class influence
both the individual's expression of distress and
the responses of those that make up his or her
immediate social network. Although it is likely
that childhood
universal core

psychopathoi;ey has cert$
aspects, language

behaviors that different cultures and social
classes provide a child influences the expression
of psychological distress. Children from
different social groups may differ in the extent
to which they manifest emotional problems as
physical illness at the same time that parents
from different social groups be
differentially sensitive to beE%.oral,
emotional, or physical problems.

It is imperative, therefore, that we begin
to understand how race and Hispanic ethnicity, in
conjunction with social class influence both the
occurrence and progression of mental health

problems in children and how they influence the
child's contact with the general medical care as
well as the specialty mental health care system.
Those social class and economic factors that
influence the probability that a child sees a
pediatrician also influence the probability that
he or she receives help for mental health
problems. Although having to deal with such
factors as race and etbnicity, family structure,
and social class complicates the study of
children‘s mental health, the failure to do so
runs the risk of seriously misrepresenting the
needs of children at high risk of
psychopathology.
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ASSESSING FAMILY STRENGTHS  AND YOUTH BEHAVIOR:
ANALYSES OF THREE NATIONAL DATABASES ON CHILDREN AWD FAMILIES

Barbara W. Sugland, Child Trends, Inc.
Kristin A. Moore, Donna Ruane Morrison, and Brett Brown

Introduction

Over the past 20 years dramatic
changes have occurred in the United States
and in the make-up of the American family.
While two-parent families are still the
norm, divorced, never-married single-
parent families, step-families and cohab-
iting-parent families now represent a
sizeable proportion of families with
children?

The changing face of America's
families and shifts in the context of
family life have prompted numerour-
discussions about the impact of such
changes on the well-being of children.
Many researchers have empirically
investigated the impact of different
family situations on child and adolescent
development,' and others have begun to
investigate differences ’ family
processes in order to learn mo:e" about how
family life affects the development and
the behavior of children.3

Despite these efforts, we still know
relatively little about family processes
and their impact on children. This paper
explores three research questions: 1)
What is the utility of national-level data
to adequately assess measures of family
processes?; 2) What is the appropriateness
of family strengths constructs for varied
sub-groups, such as single and two-parent
families, blacks and whites?; 3) Are
family strengths associated with positive
outcomes for children, and do associations
hold after controlling for other family
characteristics?

Data and Methodology

This study summarizes selected
findings from analyses of the National
Survey of Families and Households (NSFH),
the National Longitudinal Survey of Youth,
Child Supplement (NLSY-CS), and the
National Survey of Children (NSC). Details
of the full analyses are available.4

The NSFHis nationally representative
sample of 13,000 U.S. Households in 1987,
2,300 of which contain adolescents between
twelve and eighteen years of age. A
fairly rich array of family process data,
such as parental involvement in youth
organizations and time parents and
children spend together, was obtained from
an adult respondent. Data for the 1987
survey are used for this study.

The NLSY-CS contains assessments of
children born to female respondents in the

NLSY, Child development data *from 1986,
1988, and 1990, are linked with
socioeconomic, family background, and
marital history data reported by the NJSY
respondents in 1979. The NLSY has a lim-
ited number of family process measures,
but surveys are obtained every year1
permitting prospective analyses. Also in-
formation is collected from both the
mother and the child.

The NSC ’ nationally
representative ho:ieholi survey of
children aged 7-11 in 1976, designed to
examine the social, physical, and
psychological characteristics of U.S.
children. Three waves of the NSC have
been conducted. The first in 1976, the
second in 1981, and the third in 1987. In
each wave, both the parent and child were'
interviewed. Although the purpose of the
NSC was not to assess family processes, it
has a rich set of family process measures,
including parent-child communication,
parent-child activities, social networks,
and family adaptability.

Measures

The family strengths measures used in
this study are: parent-child communica-
tion, parental affection, frequency of
parent-child activities; importance of
marriage and marital fidelity, and pa-
rental discipline including parent's atti-
tude toward harsh punishment and use of
harsh discipline.

Two behavior outcomes from each data
base are selected. In the NSFH, we use a
summary measure of behavior problems com-
prised of difficult behavior, personality
characteristics, such as a being irritable
or sad, fearful, and bullying (Behavioral
Problems I), and a measure of more serious
behavior problems, such as being suspended
or expelled, running away, or being in
trouble with the police (Behavioral Prob-
lems II).

In the NLSY-CS, we explore the Behav-
ioral Problems Index (BPI), reported by
the adult respondent. Developed by Zill
and Peterson: from prior indices, the BP1
measures acting out behaviors, depressed
and withdrawn behaviors, as well as distr-
actable or hyperactive behavior.

The second behavior measure in the
NLSY-CS includes the number of times youth
stayed out late, hurt someone badly enough
to require medical attention, lied to par-
ent(s), stole something or skipped school.

In the NSC, we examine the BP1 and a
youth-reported scale measuring delinquent
behaviors in the previous 12 months.

Principal components analyses, bivar-
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iate correlations and ordinary least
squares regression are the techniques
employed.

Results

Table 1 summarizes the range of
family strengths constructs available
across the three data sets. All three
data sets have questions that assess re-
ligious orientation and attendance, ex-
tended family networks, consistent roles
and expectations for children, and time
spent together with children. There are
also items in each to assess parental con-
flict.

Some constructs cannot be assessed.
The NSFH has insufficient measures for
positive communication, appreciation, and
parental discipline. The NLSY-CS does not
contain measures of commitment to marriage
or family, or family adaptability. None
of the three data sets have items with
which to measure encouragement and support
of family members.

There are also differences in the
breadth of the substantive detail that one
is able to measure among available items.
For instance, social connectedness in the
NSC is measured via frequency of parental
contact with friends and the number of
close friends in near geographic proximi-
ty. In the NSFH, social networks can be
measured by the total number of adult kin
outside the home, the total number of'
family members living near the respondent,
and the number of days per year the adult
socializes with friends, neighbors or co-
workers. The NLSY-CS has a single item
about the frequency of family visits with
friends/relatives.

We explore the psychometric proper-
ties of available items. Factor analysis
suggests that the family process measures
have limited psychometric properties. In
the NSFH, two of the three items (family
activities and social networks) have reli-
abilities of .60 or more, but the social
networks measure produces four factors;
The first factor explains close to 40% and
remaining factors explain less variance.

In the NLSY-CS, two constructs demon-
strate satisfactory properties (parent-
child communication and appreciation).
Both produce a single factor on which all
items load at least .30;  Both have accept-
able levels of reliability (.75  and .84).

The NSC has the greatest number of
family process items, but presents the
weakest set of psychometric properties.
Three of the six constructs have reliab-
ilities of .60 or more -- parent-child
communication, appreciation, and parental
discipline. Only parent-child communi-
cation produces a single factor. While
the reliability of the remaining two are
acceptable (Chronbach's alpha equals .75
and .71 respectively), they both produce
three factors. In each case, the first
factor explains less than 40 percent of
the variance in the items.

While measures are available in these
three data sets, more relevant items are
needed to construct better summary mea-
sures of family processes. In most cases,
only a few items are available to con-
struct scales, reducing scale reliability,
and some constructs could not be assessed
at all, particularly in the NLSY-CS.

The presence of family strengths is
also examined separately by sample sub-
groups. Few substantial differences in the
distributions of mean scores on indicators
of family strengths across family type
were observed for all three data sets.
This suggests that family strengths are
common among all types of families, irre-
spective of family structure or
race/ethnicity. Notable differences occur
among white families and two-parent fami-
lies, where family strength character-
istics show a more positive lanking.

Hivariate Analyses

The most central question in this
study is whether family strengths affect
the incidence of problem behaviors in
children and youth. We first explore this
question using bivariate correlations
controlling for family type. Correlations
indicate that family strengths is associ-
ated with fewer behavior problems among
children and youth, irrespective of family
structure. Measures of harsh or strong
punishment, on the other hand, predict to
later problems. Measures of internal
family functioning, such as parent-child
communication, appreciation, and strong
punishment, are more predictive of out-
comes than external measures, such as
social networks; Child-reported measures
are more predictive than parent-reported
measures. The magnitude of significant
associations varies in some instances,
with Pearson's correlations ranging from
.lO to .20. Similar effects on child be-
havior are observed across race/ethnic
sub-groups as well.

Multivariate Analyses

Table 2 summarizes the influence of
family strengths on the selected outcomes
based on findings from final regression
models. Controlling for socioeconomic
variables, such as parental education,
income, race, and family structure, tends
to diminish but not erase the effects of
family process variables. In the NSC,
parent-child communication demonstrates a
significant influence on youth outcomes,
leading to lower scores on the BP1 and
fewer. delinquent behaviors. Commitment to
family reduces delinquent behavior, but
has no significant influence on BP1
scores.

In the NLSY-CI: none of the family
strength measures consistently affects
children's behavior, though appreciation
is associated with fewer child-reported
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behavior problems, and harsh discipline is
associated with more behavior problems.
'The lack of effects of family strengths on
child outcomes in the NLSY-CS may reflect
the paucity of strong measures of family
processes or the limited variability found
in the disadvantaged sample of NLSY-CS
mothers with school-age children. Since
a goal of examining family strengths, how-
ever, is to identify family processes that
represent a positive resource for families
regardless of their socioeconomic assets,
the minimal effects in this sample are
important to recognize.

In the NSFH, the variables found to
be the most important were those that tap
the internal family processes, including
parent-child time together and parental
commitment to the family. The availability
of social networks was not found to pre-
dict directly to child outcomes in the
multivariate models.

Measures of parental discipline, mar-
ital conflict, parental depression and
marital disruption have negative effects
on children's development, net of back-
ground factors and other measures of
family strengths. In the NLSY-CS, the
use of strong punishment (spanking) by the
parent did predict to subsequent behavior
problems. Strong punishment was shown to
increase negative behaviors in youth in
the NSC as well. In the NSFH, both paren-
tal depression and marital conflict were
associated with higher scores on the index
for Behavioral Problems I.

Discussion

The results from this study suggest
that including family strengths constructs
in large-scale national surveys is promis-
ing. Measures of family strengths predict
to later behavior problems even within
family structure and race/ethnic sub-
groups. Associations also hold after con-
trolling for social and economic vari-
ables, although the variance explained by
family strength variables is generally
modest.

The minimal associations found here
may reflect the lack of a conceptual
framework for the family strengths mea-
sures. The constructs employed were de-
veloped by researchers and practitioners
who tended to first identify successful
families and then to identify the char-
acteristics of those families. This
strategy yielded an intuitively meaningful
set of family strengths that were not
theoretical linked with other disciplines
(e.g., child development, family sociolo-
gy). A stronger linkage between the
successful families literature and the
theoretical perspectives of other tradi-
tions would strengthen the development and
operationalization of family strengths
measures.

Limited associations may also be due
a lack of adequate measurement in existing
national surveys. Typically, few resources

are devoted to developing scales appropri-
ate for survey administration, relative to
such tasks as sample selection. As a re-
sult, the range and quality of available
items in large scale surveys is often lim-
ited; Entire constructs are frequently
measured with a single item; The validity
of items and scales and constructs in dif-
ferent sub-populations is not typically
assessed. This has important implications
for exploring and understanding subgroup
differences. TO understand the role of
family processes apart from family socio-
economic resources will require an invest-
'ment in measure development.

One methodological issue to which the
answer appears clear is the need for
multiple respondents. In particular, ob-
taining the perspective of the child or
youth on family processes and on their own
behavior seems to be important.
strengths,

Family

spondent,
as reported by the child-re-

outcomes
were more predictive of child
than mea$ures  reported by the

adult respondent.
The value of this study is that it

has systematically taken promising con-
structs developed in one literature and
examined them with stringent multivariate
methods. These analyses indicate that most
family strength constructs do affect the
development of children and adolescents
net of socioeconomic variables across
varied social groups. At the same time,
the results indicate a need for theory-
driven measures and more reliable survey
items that are appropriate for various
types of families and race/ethnic groups.
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Key: "J" = family strengths/family process variable(s) are available.
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Table 2: Summary of Results of Multiple Regression Analyses: Family Strengths,
Background Characteristics, and Youth Behavior in the NSFH (1987),  NISY-CS,
(1986,1988,  and 1990),  and the NSC (1981 and 1987)

NSFII NLSY-C!I  *, NSC-- _-.. .__,.. ._-._ . . . . --._ ,-_. .__. _ _ . . . _. -_
Independent Behavior Behavior BP1 (Parent Behav BP1 Delinquent
Variables Problems Problems Reported) Problems (Parent Behav (Child

I II (Child Report) Reported) Reported)

Family
Strenaths

Communication

Appreciation

Family
Activities

Commitment to
Marriage &
Family

Social Networks

Discinline
measures

Use of Strong
Punishment

Mother/Partner
Measures

Parental
Depression

Marital Conflict

Marital
Disruption

Parent-Parent
Communication

na

na

+

0

0

na

na

na

na

na

+

0

0

0

na

na

0

+

na

na

0 0 0

na

0

0

na

na

na

na

0

na

0

na

0

+ +

0 0

0 0

0 +

0 0

na na

na

0

na

0

Key: “0” = no statistically significant association, “+”  is positive influence (i.e., an increase in
family strengths characteristics leads to less negative behavior outcomes); ‘-” is a negative
influence (i.e., an increase in the family characteristic leads to more negative behavior
outcomes); “na”=variable  not included in the final model. Statistical significance is at the
p 5 0.05 level.

Note: Table values are based on weighted data.

Source: Child Trends, Inc. Tabulations of the National Survey of Families and
Households, 1987; the National Longitudinal Survey of Youth-Child Supplement,
1986, 1988, and 1990 waves and; the National Survey of Children, Waves II and
III (1981 and 1987).
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FARILY CHARACTERISTICS AND HEALTH

Karen smith Thiel, Health Resouroes  and Serviaes Administration

Bach of these three very interesting
papers utiliae existing data sets to try
to examine the relationship between family
characteristics and some aspect of
physical or emotional health. Ascoli, et
al. use the Live Birth File for the State
of Minnesota 1990-1991. The Angels use
the 1988 Child Health Supplement to the
National Health Interview Survey and
Sugland, et al. use these data sets: the
1987 National Survey of Families and
Households: the 1986, 1988, and 1990
National Longitudinal survey of Youth-
Child Supplement; and Waves II and III of
the National Survey of Children.

Rather than address the findings of these
papers, I'd like to focus my comments on
the limitations of the data used in each
paper.

Ascoli et al's paper is limited in its
generalizability by the population
studied. The 1990-1991 Minnesota Live
Birth File is limited in terms of the
range of ethnic, marital, and age
characteristics of this population. Over
90% are White, 79% are married and 97% are
age 18 and over.

Secondly, although the introduction to the
paper refers to the influence of both
family structure and family function, in
fact only family structure variables can
be captured with this data set. For
example, while the paper's strength is to
note that the role of the father in
prenatal care and pregnancy outcome has
had limited review, in fact "role" can be
measured as a set of process variables and
is little captured in the data available
to these researchers.

In terms of the outcomes studied, this is
a population in whiah over 60% of the
mothers had first trimester prenatal care
and adequate prenatal care. As the
authors note, less than 10% had no
prenatal care. The overall low
birthweight incidence was approximately
4.2%. In the communities in which I've
worked in the past and certainly in the 15
Healthy Start Communities in which I work
now, these oertainly would be dream
statistics.

Ascoli et al. provide good documentation
of the relationship between prenatal care
and birth outcome - noting the positive
relationship between the reoeipt of
adequate levels of prenatal care, with low
birthweight inaidenae  progressing from 3%
in the adequate care group to 5% in the
intermediate care group, to 6% in the
inadequate care group, to 21% of those who
had no prenatal care. The authors' foaus

on prenatal eare is doubly important
because the prenatal period provides some
window of opportunity to address other
health issues (e.g. substanoe abuse and
parenting skills).

The paper also allows some profiling of
groups at risk of poor birth outcome. The
authors note that mothers who receive care
early but not adequately are at high risk,
and that adolesaent, unmarried, high
parity, low eduaation minority mothers are
at increased risk for low birth weight
even if they enter care early.

By way of interpretation, I would note
that in the evaluation of the State of
California's Adolescent Pregnancy Program
we found early entry into prenatal care
often meant a pregnancy test, but actual
entry into care often did not occur until
the seoond trimester. This phenomenon was
so much the case with the adolescent
mothers we studied, that we decided to use
total number of prenatal case visits
instead of trimester of entry into care as
the variable in our models.

Not being married appears to put a mother
at risk for reaeiving no prenatal care!
regardless of age or educational level.
Aside from marriage, however, the only
father variable added to the analysis is
father's educational level. AS these
authors are aware, this hardly oaptures
dimensions of the aoncept "father's role".

Interestingly, most of the interpretations
of findings offered by the authors about
the relationship between a father's
education, maternal oharaoteristics, and
prenatal care outcomes are process
interpretations relying on process
measures unobtainable in the data set
utilized in this analysis. The question
of what fathers do in terms of their
provision of access to aare, their
knowledge or motivational input, or the
social and emotional support they supply
to their partner remains unanswered.

I empathire with these authors and their
inability to extract proaess data from
vital record data. Unfortunately, our
maternal and child health bias of women
and children first results in a lifeboat
in which fathers' characteristics and
roles don't exist. Putting the family
unit in the lifeboat by including fathers
in services as well as data collection
aertainly would enrich our understanding
of the impaot of prenatal care on birth
outcomes.

The Angels paper is also limited by its
data. Relying on mothers' reports Of

121



children's emotional and behavioral
problems may either over report, due to
maternal characteristics like perception,
stress, education, and income or under
report, due to mothers' not knowing the
full range of their children's behaviors
(e.g. smoking, drinking, drug use, school
fights, skipping school, etc.). This is
particularly the case with the 12-17 year
old children depicted in the tables.

The Angels paper does, however, go beyond
Ascoli et al. in breaking out the category
"not married" into never married,
divorced, separated and widowed for a
portion of its analysis. The paper also
presents data in Table 1 showing that non-
Hispanic (white) female headed households
are eight times more likely to be low
income than are two parent families and
that Black and Hispanic female headed
families are each five times more likely
to be low income than two parent families
in this data set. Moreover, non-white
Hispanic, white and Black female-headed
families in this data set have almost one
year less education than two parent
families. Hispanic female headed families
have almost two years less education than
two parent families. These disparities in
income and education by marital status and
race are important for this analysis.

With respect with the conceptual basis of
their analysis, I question the way in
which the authors have operationalised two
of their key concepts. The paper offers
a hypothesis to explain the greater number
of emotional and behavioral problems of
Black and Hispanic children as well as the
children of single mothers. However, the
term upsychopathologyv~, which I oonsider
a clinical term, is used interchangeably
with the terms "behavioral problems"  and
l'emotional  problems". The use of the term
psychopathology, even in the discussion
section of the paper, gives these mothers'
reports a clinical connotation that the
data do not reflect.

Secondly, the authors test a hypothesis
about the receipt of mental health care,
but then proceed to ask mothers whether
their children have seen a psychiatrist,
doctor, or counselor. I would argue that
most children's emotional and/ or
behavioral problems don't end up in any of
these offices, but instead are handled by
parents and other family member? at home,
by teachers, school principles, school
guidance counselors, or by the juvenile
justice system. Added to this is the fact
that access to a pediatrioian or a
psychotherapist both involve more general
"access to careg'  issues.

Finally, I would argue that one statement
made in the paper is completely
unsupported by the methodological design
of this paper. After the authors note the
differenaes between often and
sometimes/never responses to the category
"ever had behavior or emotional problems"
in Table 3, they state... "it is olearly
those who manifest serious behavior
problems and who do so frequently who are
at risk of long term maladjustment.g@
First, there is no "degree of seriousness"
measure to the behavior reported by these
mothers in this data set. Secondly, this
is not a longitudinal study. These
mother's reports of children's and
adolescents' behavioral and emotional
problems are not linked to any data on
long term behavioral outcomes or long term
maladjustments.

Like Ascoti  et al's paper, the Angel's
paper also is limited by the limited
family process data in the Child
Supplement to the Health Interview Survey.
It would be interesting to know how
mothers respond to children's behavioral
and/or emotional problems beyond
appointments with physicians
psychotherapists, whetherproblemspervaii
ohildhood, and how serious these problems
are perceived to be by families.

Given the limitations in these data, I
would have preferred that Angel et al
offered their findings as hypotheses to
test in fuller, more clinically oriented
data sets, rather than as results of the
impact of these limited sets of variables
on child behavioral problems.

Finally, Sugland  et al. attempt to
literally scour three existing data sets
to derive family process measures. The
paper is a clear response to the call for
these efforts made in the National Center
for Health Statistics/Centers for Disease
Control and Prevention sponsored
March, 1993 Workshop on Family Data and
Family Health Policy.

These authors have the advantage of
working with comparatively rich data sets.
Two of the data sets used in their
analysis are longitudinal or as the
authors state, @'employ a prospective study
design", and two data sets incorporate
children's responses as well as mothers'
reports of children's behavior.

xore importantly, the paper takes a "cup
half full approach" and examines the
impact of measures of family strengths on
children's behavior. The paper uses
theoretical constructs and attempts to
analyee three domains and their
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dimensions, and selects variables or'sots
of variables with which to measure these
domains: parent/child interactions,
including parent/child aommunication;
feelings about marriage and family, and
use of soaial networks; and disaipline and
harsh punishment. The study also uses a
specific and expansive set of crhild
behavioral problems captured in the
Behavioral Problems Index.

The correlational findings of the
relationship between the presenae of
family strengths and fewer behavioral
problems among children and adolesaeats
are impressive, even if modest. The
findings that family strengths aorrelate
with behaviors regardless of race or
gender of child are also important.

The findings with respect to the laak of
association between family strengths and
child outcomes in the NLSY, once
socioeconomic status variables are
controlled, points to an interesting area
for further research. Given that these
respondents tended to be younger mothers,
a portion of whom gave birth as adolesaent
mothers, we need to learn about these
families' strengths and what f aotors
mediate children's behaviors in these
households.

With respect to the soaial network
findings, social network measures don't
predict to either of the behavior problem
measures. But, only one data set, the
NSFH, includes emotional ties as a social
network measure.

The Sugland et al. paper is an interesting
paper made even more so by its level of
self-critique, specificallyitsdisaussioa
of the ways in which eoastruots,  data
sets, and measures can be improved.

clearly, all three papers struggle to
aaalyae existing data sets with
implications for important family polioy
issues. These papers refleot some of the
key points made at the NCHS/CDC March 1993
workshop on Family Data and Family Health
Policy. Researchers and poliay analysts
concluded that there was a need to:
measure family struotures and process; use
the family as the unit of analysis or at
least aolleat data on multiple family
measures; include the male partner; study
social connections, social networks, and
parent/child communication: develop
standard indicators of family struoture
and process across Federal data sets, and
build consensus in the field to strive to
collect these data in other researah; and
focus on studying childbearing in a
biosoaial context.

Both the Sugland et al. paper and a recent
paper on risk and resilienay among youth
in single-parent families by Peter Benson
and Eugene Roehlkepartan of the Search
Institute note demographia ahanges in
0. 8. soaiety where approximately one in
four families are single headed and
estimates are that 50-6011; of children born
today will experience at least a portion
of their ohildhood .or adolesoeaoe in
single-headed families. In faat, some
experience in a single-headed family for
children in our soaiety may beaome
normative. To understand how siagle-
headedaess, partiaularly female-
headedaess, iateraats with reduaed income
or even poverty and family fuaatiooiag
measured by family strengths as Well as
family defiaits is imperative if we are to
design health, mental health, and
eduaation interventions to meet changing
family needs.
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Susan Krebs-Smith
National Cancer Institute
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METHODOLOGICAL ISSUES IN
Patricia l&Kinney,  Food

U.S.D.A.'s Food and Nutrition Service
(FWS) recently completed a nationally
representative study of schools in which
menus were collected from 515. The
objective of the FNS study was to

"determine the average nutrient
content of m meals as offered to
children in schools and compare USDA-
reimbursable breakfast and lunch
meals to dietary standards defined on
the basis of the Dietary Guidelines
and the Recommended Dietary
Allowances."

The study also will supply baseline data
for monitoring The Healthy People 2000
Objective for School Food Services which
reads:

"Increase to at least 90 percent the
proportion of school lunch and
breakfast services and child care
food services with menus that are
consistent with the nutrition
principles in the Pietarv
Americans."for

Methodological issues first resulted from
differing needs of the two objectives,
interpretation of the Healthy People
objective and the need to quantify the
G u i d e l i n e s .Dietarv Most of the
Guidelines are given as serving sizes
with ranges [e.g., 6-11 servings of
breads, cereals, rice and pasta.] with
guidance that "the content of the total
diet over the day or more is what counts"
and "most people should have at least the
lower number of servings". The FNS study
did not address the Guidelines for
R8Variety'1 or "Plenty of Vegetables, Fruits
and Grains.". The meal pattern
requirements for USDA's school lunch and
breakfast are given as servings. We
looked at variety within each food group
but did not develop a mms t a n d a r d
for the number of servings. These two
Guidelines are emphasized especially for
their complex carbohydrates, dietary fiber
and nutrients. It was felt that the
nutrient data base for complex
carbohydrate was inadequate so percent of
calories from carbohydrate was used as a
crude indicator of complex carbohydrates.
The Guidelines for cholesterol and salt
are not quantified. The NRC's Diet and
Health recommendations were used as the
basis of comparison. Again, because of an
inadequate data base and no quantification
of the amount, the sugar Guideline was not
analyzed.

Additional  methodological issues had to be
addressed:

0 Guidelines designed to be applied
over a total day had to be applied to
a single meal.

ANALYZING  SCHOOL MENUS
and Nutrition Service

USDA regulations requirethatmeals should
over time provide one-third of childrens'
daily nutrient needs, whereas breakfast
regulations do not include specific RDA
target goals. Based on USDA
recommendations, twenty-five percent was
used as the target. The same percentages
were used for quantifying the Guidelines,
i.e. 33% for lunch and 25% for breakfast.

0 Methods had to be developed to deal
with the large number of choices
available at each meal, and to assign
amounts for self-serve options such
as salad bars for which there are no
standard servings.

Based on information supplied by food
service managers (description, amounts
served, recipes, and labels) for one
week's menus, each food was assigned a
USDA meal component code, and a code to
link items served together such as salad
with salad dressing or hamburger with a
bun. The assumption was made that each
meal as offered contained the numbers and
types of foods required under the USDA
meal pattern, plus any non-creditable
items such as dessert or condiments.
Production counts were not used to weight
the foods, based on the premise that each
student has an equal opportunity to select
each food item that is offered.

All entrees offered, all additional
bread/bread alternates, and all fruits and
vegetables were calculated separately and
an average nutrient value for meal
component was obtained.

For salad and other food bars, quantities
were assigned based on the assumption that
students in elementary schools are offered
the minimum meal pattern components of 1
serving of bread, 2 02 of meat/meat
alternates and 3/4 cup fruit/vegetable
[assuming that l/2 of the vegetable is
lettuce], plus 1 serving of salad dressing
and 3 *8toppings81 such as bacon bits,
croutons, olives, etc; middle and high
school students were offered somewhat
larger portions.

To calculate the average nutrients in
meals offered each day of the week, all of
the foods offered were considered:

l Foods on the "offered each day" list
were included with the foods served
each day of the week and coded using
the same rules.

0 Items from salad (and other self
serve) bars were included as
discussed above; and

0 All types of milk offered were
weighted equally.

128



The average nutrient content of each lunch
was thus calculated as the sum of
nutrients in one entree, one bread, two
fruit/vegetables, one milk and one dessert
and/or condiment (if offered).

Average nutrients offered in school
lunches during the week were then
calculated by totalling the average
nutrients offered each day and then
dividing by the number of days lunch was
served.
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MONITORING PROGRESS TOWARD MEETING YEAR 2000 OBJECTIVES:
NHANES III, 1988-91

Clifford L. Johnson, National Center for Health Statistics
Ronette Briefel

The importance of nutrition in the
Year 2000 objectives is obvious. Not only
is there a full chapter on nutrition
objectives, but there are a number of
nutrition-related health objectives
throughout the National Health Promotion
and Disease Prevention Objectives [l]. In
this paper, data from selected National
Health and Nutrition Examination Surveys
(NHANES) that provide baseline data and
current or future data with which to
monitor progress towards the goals of the
Year 2000 nutrition-related objectives are
discussed.

Year 2000 dietary-related objectives
for which the NHANES surveys provide
information for measuring progress toward
meeting the objectives include those on
dietary fat intake, calcium intake,
consumption of complex carbohydrate and
fiber-containing foods, consumption of
alcohol, and infant feeding practices
related to dental health. Nutrition-
related Year 2000 health topics for which
NHANES data are used to monitor progress
include serum cholesterol, blood pressure,
overweight, iron deficiency, and blood
lead. These are not an exhaustive list of
Year 2000 objectives relevant to nutrition
or for which NHANES data will be used to
monitor progress toward the respective
goals. However, it does provide a view of
the broad public health relevance of the
NHANES data.

Over the last thirty years, the
National Center for Health Statistics has
conducted a number of surveys to provide
information on the health and nutritional
status of the U.S. population by means of
standardized interviews and physical
examinations. Three National Health
Examination Surveys (NHES) were conducted
for selected age groups during the 1960's
[2-41. Beginning in 1971, a nutrition
component was added and the survey became
known as NHANES. Two such national
surveys, NHANES I and NHANES II, were
conducted ’ 1971-75
respectivelyln[5-61.

and 1976-80
During 1982-84 a

special survey of selected Hispanic
subgroups, known as the Hispanic Health
and Nutrition Examination Survey (HHANES)
was conducted [73. The latest national
survey, NHANES III, began in 1988 [8].

In particular, NHANES III was
designed as a six-year survey and consists
of two consecutive, independent,
nationally representative samples of the
U.S. population. The first phase of
NHANES III was conducted from 1988-1991.
The second phase is currently ongoing and
will be completed in late 1994. Results
presented in this paper represent some of

the first findings based on analyses of
data from the first phase of NHANES III.
Upon completion of phase 2 of the survey,
data from that phase alone as well as the
combined data from both phases will be
available for further monitoring of the
health and nutritional status of the U.S.
population and the Healthy People 2000
objectives mentioned previously.

There are a number of important
aspects of the NHANES survey design that
are worth discussing. First, NHANES III
is a nationally representative sample of
the noninstitutionalized population of the
entire United States. Secondly, it covers

Finally, in order to be able to address a
number of research and analytic objectives
including population subgroups of special
interest, NHANES III includes oversampling
of young children, adults ages 60 years

Americans. As in all NHANES, information
in NHANES III is collected during an in-
person interview in the home and in a

[91  l For comparison purposes, the data
were age-adjusted using the direct method
to the total adult resident population for
1980.

The Year 2000 goal for one
cardiovascular objective (Heart Disease
and Stroke Objective 15.6) is to reduce
the mean serum cholesterol level to no
more than 200 mg/dL in adult men and
women. The NHANES data shown in Table 1
demonstrate that there has been a
significant decline in mean serum total
cholesterol levels in adult men and women
over the past 30 years. The mean
cholesterol level in men has declined from
220 mg/dL to 205 mg/dL. For women, the
decline in mean cholesterol level has been
from 225 mg/dL to 205 mg/dL. It appears
that the Year 2000 goal for serum
cholesterol (200 mg) is attainable.
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Another Year 2000 cardiovascular
objective (Heart Disease and Stroke
Objective 15.7), is to reduce the percent
of adults with "high" blood cholesterol
levels to no more than 20 percent of
adults. As shown in Table 1, NHANES data
indicate that this Year 2000 objective has
essentially been met. The percent of
adult men and women with high blood
cholesterol is about 20%.

The ability to examine trends in
cholesterol levels depends on the
knowledge of the comparability of the
measurements. For cholesterol, laboratory
methods changed several times over the
course of the 30 years covered by the
NHANES surveys. However, detailed
internal and external quality control
procedures in each survey plus the
existence of a lipid standardization
program at the Centers for Disease Control
and Prevention in Atlanta made it possible
to evaluate the extent of differences in
laboratory methods on the observed decline
in cholesterol levels. Only a small part
of the observed decline in cholesterol
levels could have been due to laboratory
methods. This was critical to the
interpretation of these recently published
findings in the Journal of the American
Medical Association [9].

Other risk reduction Year 2000
objectives (in the Heart Disease and
Stroke chapter) of the Preventive Services
section of Healthy People 2000, relate to
control of blood pressure and action to
control high blood pressure. Again, it is
possible to use NHANES survey data to
track these objectives. Preliminary
analyses of NHANES III phase 1 data
indicate that the prevalence of
hypertension has decreased [lo]. The
prevalence of hypertension has decreased
from 30 percent in NHANES II (1976-80) to
26 percent in NHANES III (1988-91). The
percent of persons who are aware, treated,
or controlled has increased between NHANES
II and NHANES III. The Year 2000
objectives 15.1 and 15.2 specifically deal
with control and "action" to control high
blood pressure. More detailed analyses of
these data are currently in process and
will be available in the near future.

Blood pressuremeasurements have been
made in each of the NHANES surveys,
although the number of measurements,
equipment, and procedures have changed to
some extent over time. In order to more
fully evaluate the interpretation of the
above findings, a number of analyses are
currently being conducted to evaluate
potential methodologic effects on the
results. Although these methodologic
differences are not likely to be major,
there is no doubt that ensuring
comparability for blood pressure
measurements over time is difficult. In
addition, definitions for hypertension
have also changed during the 30 year time
period which requires reanalysis of

previous survey data.
A year 2000 nutrition objective which
cross-referenced to other health

i:jectives  is the prevalence of overweight
(objective 2.3). The goal is to reduce
the prevalence of overweight in adults to
no more than 20 percent. The baseline
prevalence estimate was 26 percent based
on NHANES II data. A few provisional
estimates of the prevalence of overweight
in U.S. adults have just recently been
calculated using NHANES III phase 1 data
and indicate that the prevalence of
overweight has increased by approximately
8 percent for men and women between 1976-
80 and 1988-91. Further analyses are
ongoing to examine these results in more
detail. If the final data confirm these
preliminary results, then this will be an
objective where progress has not been
made, in fact, the situation has worsened.
Since comparable equipment and procedures
have been used over time in the NHANES
surveys, it is unlikely that methodologic
differences could have resulted in any of
the differences observed in the overweight
results.

In summary, the ability to examine
trends in these risk factors and to
monitor progress for the Year 2000
objectives specific to these variables is
not only dependent on the collection of
national survey data, but on the quality
of the data and the ability to document
that the data are comparable over the
entire time period. If this is not true,
then the ability to interpret change over
time in the findings is compromised.
Although the examples have all been
physical measurements from NHANES surveys,
the same concerns apply equally to
questionnaire data and to all surveys and
surveillance systems.

NHANES data are a valuable resource
and these interpretive factors have been
continually stressed in the collection and
analyses of the data. It is critical for
the interpretation of changes observed
over time and the evaluation of dietary
and nutrition-related health objectives,
such as those for the Year 2000. The
importance of this concept is apparent
from the fact that there are entire
sessions at this conference devoted to
these topics. It is critical that long-
term cross-sectional measures at the
national, state, and local levels be
collected and analyzed with these
considerations in mind.
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Table 1. Mean serum cholesterol levels and percent of persons
with high levels (2 240 mg/dL) for men and women ages 20-74 years.

1960-62 1971-74 1976-80 1988-91

Mean

Men 220 214 211 205
Women 225 217 215 205

Percent

Men 30.7 26.8 24.9 19.0
Women 36.3 29.6 28.5 20.3
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MONITORING THE NATIONS' HEALTH: THE 1991 HEALTH  SURVEY FOR
ENGLAND - RESULTS AND NATHODOLOGY

Amanda White, Office of Population Censuses and Surveys

1. Introduction
The 1991 Health Survey for England1

was commissioned by the Department of
Health from the Office of Population
Censuses and Surveys (OPCS). It is the
first in a new series of annual health
surveys designed to monitor trends in the
nation's health. This series will form
part of a wider programme of surveys
related to health. The overall aim of the
1991 Health Survey was to obtain
information on important aspects of health
relevant to cardiovascular-disease (CVD)
and nutrition including data which are
currently unavailable - at least on a
regular national basis - or available only
from diverse sources and so cannot be used
to examine combinations of risk factors
and their effects.

This paper focuses on anthropometry
and nutrition related health measures
including blood cholesterol, blood
pressure and nutritional biochemistries
(haemoglobin and ferritin). It reports on
the methodologies used to obtain these
measurements and presents some of the main
survey findings.

2. Survey design
The 1991 Health Survey for England

was carried out between September and
December 1991. The Survey aimed to select
a nationally representative sample of
adults (aged 16 or over) living in private
households throughout England. This was
the first official survey of this type to
include people aged 65 and over and
provides important new information on the
health of elderly people.

Fieldwork was divided into two
elements: an initial visit to the
household by an interviewer and a second
visit by a qualified nurse. At the first
visit, each adult in the household was
asked to participate in a health and
socio-economic interview, have
measurements .of their height and weight
taken, and agree to a nurse visiting them
at home. At this visit adults were asked
to give details of any prescribed
medicines they were taking, and to have
their blood pressure, demi-span, and waist
and hip circumferences measured. Those
aged 18 or over were also asked to provide
a blood sample for the analysis of total
cholesterol, haemoglobin and ferritin.

The sample was selected using a
multi-stage random probability design. A
total of 3242 adults completed a full
interview. This represented 81% of the
eligible sample. Height and weight
measurements were made for 78% and 77% of
the sample. Demi-span measurements were
made for 71%, waist-hip ratios for 70%,
blood pressure measurements for 70% and

57% gave a sample of blood.
Comparison of the characteristics of

the responding sample with those of the
total population and other large surveys
showed good general agreement, although
there were indications that the 16-24 age
group may have been under represented.

3. Anthropometric  measurements
3.1 Methodology

An important aim of the survey was to
measure obesity. Thus the following
anthropometric measurements were included
as part of the survey: height and weight,
demi-span, and waist and hip
circumferences (for the calculation of
waist-hip ratio).

Height and weight were measured in
order to calculate body mass index (BMI),
weight(kg)/height(m)2,  a widely used
measure of obesity.

Although it was possible to obtain
height measurements for the majority of
those aged 65 or over there were some
problems in the pilot study with height
measurements of those who were unsteady on
their feet or who had physical
disabilities. Our attention was drawn to
an alternative measure of skeletal size
which is less affected by such problems,
the demi-span measure 2,3,4.  The demi-
span is the distance between the sternal
notch and the finger roots with the arm
out-stretched laterally. The measure is
relatively easy to perform, can be taken
with the informant standing, sitting or
lying down, and does not cause unnecessary
discomfort or distress. Demi-span was
included in the survey as an alternative
measure of skeletal size, particularly for
the elderly, and its use as an alternative
to height in the assessment of obesity was
examined.

The waist to hip ratio is an
indicator of the distribution of body fat
(adipose tissue) and espeoif\ly of intra-
abdominal fat deposits It is
calculated as waist girth divided by hip
girth, and on the Health Survey waist and
hip circumferences were measured over
light clothing.

It was decided that all measurements
were to be taken in informants' homes.
Therefore it was important to ensure that
they were practicable under such
circumstances. Additionally it had to be
possible to train interviewers and nurses
to obtain reliable and valid measurements.
The following points were therefore
essential to enable accurate,
representative, national data to be
collected. The equipment needed to be
portable: for example a specialist
contractor developed a portable
stadiometer for measuring height. The
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equipment also needed to be robust to
enable transportation to and from the
office and between fieldworkers. It was
also important that the equipment was
accurate to the required level. Scales
and stadiometers were recalibrated before
and during fieldwork to check their
accuracy. Strict procedures and protocols
had to be developed to ensure all
measurements were taken in a standardised
way. Widely used protocols, or protocols
used in previous surveys, were adopted
wherever possible to ensure comparability
with other data sets and over time. For
example, the WHO protocol for waist and
hip circumference measurements was
adopted, modified to be carried out over
light clothing. Full details were
collected by fieldworkers of any deviation
from the protocol during measurement
taking in order to assess the accuracy and
validity of the measurements obtained.
Training sessions were held for all
measurement takers. Estimates were made
of inter and intra measurer variability.

3.2 Results

Height and weight
The mean height of men in the 1991

survey was 174.2 cm (5ft 84in),  and of
women 161.0 cm (5ft 3Jlin). The mean
weight of men was 78.0 kg (12st 41bs),  and
of women 65.9 kg (lost 61bs).

Comparison with a previous survey,
(The heights and weights of adults in
Great Britain' carried out in 1980) shows
evidence of a significant increase in the
mean height of men and women aged 16-64
over the past decade. Among men in this
age group mean height increased by 0.8 cm,
from 174.1 in 1980 to 174.9 cm in 1991.
Among women mean height increased by 1.0
cm, from 161.0 cm in 1980 to 162.0 cm in
1991. However, mean weight increased by
more than height over this period, from
73.7 kg to 78.3 kg for men, and from 62.2
kg to 66.2 kg for women (Table 1).

Bodg  mass index (BMI)
Mean BMI was 25.6 in men and 25.4 in

women. More than half (53%) of men and
44% of women had a BMI of more than 25,
and so were considered to be overweight or
obese: 13% of men and 16% of women had a
BMI of more than 30, described as obese.

There has been a significant increase
in mean BMI in the 16-64 age group for
both men and women since 1980. Mean BMI
increased over this period from 24.3 to
25.5 for men, and from 24.0 to 25.2 for
women (Table 1). Comparison with The
dietary and nutritional survey of British
adults' carried out in 1986/87  shows that
*over the last 4-5 years the proportion of

adults aged 16-64 with a BMI of more than
30 has increased significantly - from 7%
to 13% for men, and from 12% to 15% for
women.

Demi-span
The analysis of the relationship

between height and demi-span suggested
that demi-span could be a suitable
alternative to height as an indicator of
skeletal size in the elderly, for whom it
can be difficult to measure height. The
mean demi-span of men (82.4 cm) was 7.5 cm
greater than that of women (74.9 cm), and
similar associations between demi-span and
various population characteristics were
found as for height.

waist-hip ratio
As expected mean waist-hip ratio was

greater for men (0.901) than for women
(0.794) and this difference was evident in
all age groups. Among both men and women,
waist-hip ratio increased with age. Among
men it increased up until age 45-54 and
then levelled off somewhat: among women
there was a consistent increase through
the whole age range (Figure 1).

4. Blood pressure
4.1 Methodology

Blood pressure was measured using the
Dinamap 8100 monitor which is a portable,
automatic monitor based on the oscillatory
principle. The monitor measures systolic
blood pressure, diastolic blood pressure,
mean arterial pressure and pulse rate
automatically at pre-selected time
intervals.

Observervariance, movement  artifacts
and background noise are the main
difficulties when conducting home
examinations for a large population.
Monitors based on the auscultatory
principle detect Korotkov sounds by
placing a stethoscope over the brachial
artery whereas monitors based on the
oscillatoryprinciplemeasureoscillations
(i.e. vibrations) in the artery. Unlike
monitors based on the auscultatory
principle, monitors based on the
oscillatory principle produce readings
which are not affected by background
noise. A fully automatic monitor allows,
to a large degree, the standardisation of
the procedure and minimises observer
variance. It was therefore decided that
a fully automatic monitor based on the
oscillatory principle was more suitable
than a manual or automated device based on
the auscultatory principle for measuring
blood pressure in this survey.

Three blood pressure readings were
taken from each informant and the results
presented are based on the mean of the
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second and third measurements.

4.2 Results
Among all adults (including those on

medications which might have affected
their blood pressure) 16% of men and 17%
of women were classified as hypertensive,
that is their systolic pressure was 160
mmHg or more, and/or their diastolic
pressure was 95 mmHg or more as measured
on the survey. This included 13% of men
and 11% of women classified as
hypertensive untreated, that is they had
raised blood pressure and were not
currently taking any medication to control
it: the remainder were taking such
medication (Table 2).

5. Blood sample
5.1 Methodology

Blood sampling was carried out to
measure three analytes,: total
cholesterol, haemoglobin and ferritin.
Cholesterol was measured because it is a
risk factor for cardiovascular disease.
Haemoglobin and ferritin were measured as
indicators of iron status. A sample of
9.5ml  of blood was taken from all adults
aged 18 or over. Written consent was
sought for the blood sample and if
informants agreed their results were sent
to their GPs. All procedures associated
with obtaining the blood sample were
tested rigorously prior to the main survey
to ensure that they were safe and
acceptable to informants, nurses and
medical profession. Local Research
Ethical Committee approval was sought and
obtained from each of the areas involved
in the survey and from the ethical
committee of the British Medical
Association.

The blood sample was taken in
informants' homes by a nurse -using the
vacutainer system. Strict procedures were
specified to the nurses to ensure that all
specimens were obtained in a standardised
way.

The blood samples were sent to one
central laboratory for analysis, and had
to arrive within 48 hours of being taken.
To have arranged local handling and
storage facilities for the blood would
have been difficuit and expensive. It was
decided that in a population survey of
this type it was impractical to ask people
not to eat or drink for several hours
prior to the blood sample being taken.
For these reasons the number of analytes
was limited to the three listed above.
For the 1992 and 1993 health surveys the
blood is also being tested for fibrinogen,
glycosylated haemoglobin, gamma GT and
serum cotinine.

5.2 Results
Serum  total cholesterol

Mean serum total cholesterol
concentration was 5.8 mmol/l in men and
5.9 mmol/l in women. Overall 69% of men
and 70% of women had serum total
cholesterol concentrations above the
desirable level, that is 5.2 mmol/l.  Four
per cent of men and 9% of women had
severely elevated cholesterol levels, that
is 7.8 mmol/l  or greater (Table 3).

Iron status: ferritin and haemoglobin
Serum concentrations of ferritin were

measured to assess iron stores. A value
below 25 ug/l is generally considered to
indicate low iron stores. Overall, 9% of
men and 34% of women had serum' ferritin
concentrations less than 25 ug/l. Among
men this proportion did not vary much with
age but among women it was much higher
among the younger age groups: 47% for
those under 45, falling to 31% among the
45-54 age group, and to 17% for those aged
55 or over. Mean ferritin concentration
in men (121.1 ug/l) was more than twice as
high as that for women (55.8 pg/l).
Ferritin levels for both men and women
rose steadily with age. Women over the
age of 45, many of whom would have reached
the menopause, had much higher mean
ferritin levels (means between 59.6 pg/l
and 91.4 ug/l)  than those below this age
(means between 29.7 ug/l and 37.8 pg/l)
(Figure 2).

The normal range of haemoglobin
concentration is 12.0 g/dl-17.0 g/d1 for
men and 11.0 g/dl-16.0 g/d1 for women.
Almost all men (97%) fell within the
normal range for haemoglobin
concentration: only 2% had levels below
12.0 g/d1 and less than 1% had levels
above the normal range limit. Among
women, 96% fell within the normal range:
4% had haemoglobin levels below 11.0 g/d1
and less than 1% had levels above the
normal range limit. The mean haemoglobin
level for men was 14.3 g/d1 and for women
was 12.8 g/dl. There was no relationship
between haemoglobin concentration and age
in either sex.
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Table 1 Comparison of 1991 Health Survey results for height, weight and body mass index (BMI) with other surveys

England only: all aged 16-64

Measurement and survey Men

Mean

WOnEn

Median Standard Base MeaIl Median Standard Base
error error

Height (cm)
1991 Health Swey 174.9
Dietary and Nutritional Survey (1986/1987) 174.7
Heights and Weights Survey (1980) 174.1

Weight (kg)
1991 Health Survey
Dietary and NutritionaJ  Survey  (1986/1987)
Heights and Weights Survey (1980)

78.3 77.0 0.42 1159 66.2 63.0 0.42 1279
76.2 75.2 0.36 1032 64.6 62.2 0.43 1021
73.7 n/a n/a 3935 62.2 n/a n/a 4289

BMI
1991 Health Survey
Dietary and Nutritional Survey (1986/1987)
Heights and Weights Survey (1980)

25.5 25.1 0.12 1141 25.2 24.0 0.16 1264
25.0 24.6 0.11 998 24.7 23.6 0.17 995
24.3 n/a 0.05 * 3884 24.0 n/a 0.08 * 4236

174.9 0.21 1147 162.0 161.9 0.18 1318
174.5 0.22 1000 161.8 161.8 0.20 996

n/a 0.14* 4042 161.0 n/a 0.11* 4428

* Standard error for full sample, including Scotland and Wales.

Table 2 Blood pressure level by age and sex

Blood pressure level Age Total

16-24 25-34 35-44 45-54 55-64 65-74 75 and over

% %

98 95
1 1
_
2 4

163 245

% % % % % %

79 58 45 29 76
6 13 18 24 8
2 8 11 16 4

13 20 26 31 13

189 171 152 100 1250

Men
Nonnotensive  (untiated)
Normotensive  (treated)
Hypertensive (treated)
Hypertensive (untreated)

91
2

7

230

Women
Normotensive  (untreated)
Normotensive (treated)
Hypertensive (treated)
Hypertensive (untreated)

100 97
1

_ _
_ 2

176 266

93
3

4

86 58 39
6 14 16
2 10 18
6 19 27

207 205 175

22
24
21
33

126

76
8
6

11

1423268

Table 3 Percentage distribution of serum  total cholesterol by age and sex

Total cholesterol
(mmol/l)

Age

18-24 25-34 35-44 45-54 55-64 65-74

Total

75 and over

% % % % % % % %
Men
Less than 5.2 66 48 28 17 19 16 23 31
5,2 - less than 6.5 30 38 49 46 46 43 41 43
6.5 - less than 7.8 2 13 19 29 29 36 36 23
7.8 or more 3 1 4 7 6 5 _ 4

Base 108 219 210 177 148 129 86 1077

Mean 4.8 5.3 5.7 6.2 6.1 6.2 5.9 5.8
Standard area of mean 0.10 0.07 0.07 0.08 0.09 0.10 0.11 0.03

% % % % % % % %
Women
Less than 5.2 70 51 43 17 7 4 7 30
5.2 - less than 6.5 2A 40 43 50 38 32 37 39
6.5 - less than 7.8 6 8 13 26 41 35 42 23
7.8 or more 1 2 8 14 28 14 9

Base 101 236 229 187 164 145 102 1164

Mean 4.8 5.2 5.4 6.2 6.7 7.0 6.7 5.9
Standard error of the mean 0.09 0.06 0.06 0.09 0.09 0.11 0.13 0.04
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Figure 1 Waist-hip ratio by age and sex:  mean values and 5th and 95th percentiles *
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Figure 2 Mean ferritin by age and sax
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Figure3 Categoriesofbodymassindex  (BMI) byageandsex
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REPORTING EXTERNAL CAUSE OF INJURY AND POISONING CODES IN
MEDICARE HOSPITAL DISCHARGE DATA

Harry L. Savitt and Alma McMillan, Health Care Financing Administration

INTRODUCTION .

The National Committee on Vital and
Health Statistics stated in its 1991 annual
report that it is estimated that each year
one out of every four persons in the United
States is injured (1). About 100,000
persons die annually from unintentional
injuries, which is the fourth leading cause
of death, which accounts for 2.3 million
years of life lost. An additional 45,000
persons die from suicide or homicide, which
ranks the United States first among
industrialized nations in violent death
rates. For every death due to an injury,
16 persons are hospitalized and another 380
persons seek medical attention or have
restricted activity due to an injury. The
total lifetime cost of all injuries
sustained in 1985 was estimated to be $200
billion. Productivity loses due to
injuries are far greater than those for
cardiovascular diseases and cancer
combined. Trauma patients account for
almost 7 percent of all health
expenditures, and trauma care makes up
approximately 12 percent, or $1 billion, of
the overall cost of uncompensated care.

This paper reports on the frequency of
E-code reporting nationally and by State.
It will attempt to show the distribution of
the more commonly reported causes of injury
and poisoning using the E-code data
recorded in the Medicare inpatient hospital
file for calendar year 1990. Distributions
of grouped E-codes are reported by
categories and State. The billing form
contains space for reporting a maximum of
five (5) diagnoses. E-codes are reported
on the billing form in diagnosis spaces 2,
3, 4, or 5, since the principal diagnisis
code for the hospital stay must be in space
1. The number of diagnoses per bill,
including the E-codes, are given. This
paper also identifies the most frequently
reported 3-digit and I-digit E-codes. The
E-codes were analyzed to evaluate the
association of the external causes of
injury and poisoning with the principal
diagnosis.

DATA AND METHODS
The data used in this paper are

derived from a 20 percent sample of the
1990 .Medicare Provider Analysis and Review
(MEDPAR) file. This is an annual file of
hospital discharges containing detailed
accommodation and departmental charge data,
days of care, diagnostic/surgical
information, and beneficiary demographics
for the aged and disabled. The sample of
2,128,147  million hospital discharge
records contained 72,357 records with at
least one E-code. Some records, about

7 percent, had more than one E-code
reported, which resulted in 77,951 codes
recorded. The sample number of E-codes was
multiplied by 5 to estimate the universe of
E-code reporting on Medicare inpatient
hospital discharges recorded in the MEDPAR
file in 1990.

External causes of injury and
poisoning and their corresponding codes are
listed in a supplementary section in the
International Classification of Diseases,
9th Revision, Clinical Modification
(ICD-g-CM)  labeled "Supplementary
Classification of External Causes of Injury
and Poisoning" (2). The codes range from
E800 through E999 and are referred to as
"E-codes". This supplementary section in
ICD-9-CM states that the E-codes "permit
the classification of environmental events,
circumstances and conditions as the cause
of injury, poisoning and other adverse
effects. Where a code from this section is
applicable, it is intended that it shall be
used in addition to a code from one of the
main chapters of ICD-g-CM, indicating the
nature of the condition." A small sample
of records, with at least one E-code
present (175), was randomly selected to
ascertain the association of the E-code
with a code 'from one of the main chapters
of ICD-g-CM.

E-Code system
The external causes of injury and

poisoning classification system consists of
193 3-digit categories of which 138 can be
expanded with specified fourth digits,
which produces 996 4-digit codes. The
remaining 3-digit categories cannot be
expanded, which produces 55 3-digit codes.
Therefore, the E-code classification system
contains 1,051 codes. For those codes with
a fourth digit subdivision, the subdivision
identifies:
1.

2.

3.

4.

5.

6.

7.

8.

9.

the injured person (driver, passenger,
pedestrian, etc.);
the place of occurrence (home, farm,
residential institution, etc.);
the poisoning agent (drugs, iiquid
substances, gases, etc.);
accidental falls (stairs, ladder,
hole, etc.);
other accidents (types of fire,
firearms, machinery, etc.);
adverse effects of drugs (antibiotics,
sedatives, anti-depressants, etc.);
suicide and self-inflicted injury
(drugs, gases, hanging, etc.);
homicide and injury purposely
inflicted (rape, strangulation,
submersion, etc.); and
injury due to war operations (bullets,
fragments, gases, etc.).
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An example of a 3-digit E-code is E882 -
"fall from or out of building or other
structure" - which does not have a fourth
digit subdividion, and E883 - "fall into
hole or other opening in surface" - which
does have a fourth digit subdivision, such
as, E883.1 - "accidental fall into well."
In this sample, 608 of the 996 4-digit
E-codes and 39 of the 55 3-digit E-codes
were reported.

Eight of the 3-digit categories (E849,
E929, E959, E969, E977, E989, E998, and
E999) are designed to be used with other
E-codes to denote late effects or place of
occurrence. E-code grouped categories
include motor vehicle, railway, water, and
air and space accidents; accidental
poisoning and falls; accidents caused by
fire and submersion, suffocation and
foreign bodies; adverse effects caused by
drugs, medicinal and biological substances;
suicide and self-inflicted injury;
misadventures to patients during surgical
and medical care; and homicide. Place of
occurrence codes are included to denote the
place where the accident or poisoning
occurred.

E-code reporting
There is no national requirement to

record E-codes and many hospitals do not
routinely code external causes of injury on
their billing forms or discharge abstracts.
In addition, E-codes are not part of and do
not effect the current Medicare
reimbursement system. This lack of
reporting may be attributed, in part, to
the fact that the uniform hospital bill
(UB-82) has room for only five diagnosis
codes. This makes it less accommodating
for recording E-codes which occupy space
that might go to a reimbursable diagnosis.
The UB-92, which will be implemented in
October 1993, has room for nine diagnosis
codes and an unique space for E-code
reporting. Other reasons for not reporting
E-codes include: incomplete medical
records; inadequacies in the external
causes of injury and poisoning
classification system; lack of adequate
rules, national guidelines and
instructional materials; costs; potential
liability issues; and inadequate index for
coders.

Because the reporting of E-codes,is
erratic, States are beginning to mandate
the reporting of external causes of injury
and poisoning for inpatient hospital
discharges. Five states have mandated
recording E-codes in their hospital
discharge data systems: Rhode Island and
Washington in 1989, Vermont, New York, and
California in 1990. Arizona has mandated
recording E-codes in hospital records.
Colorado, Massachusetts, Virginia, and
Wisconsin have encouraged voluntary
reporting of E-codes.

Position of E-Codes recorded on UB-82
Billing Form

The billing form used by hospitals to
bill for inpatient hospital services is
referred to as the Medicare bill form 1450,
also known as the UB-82. This billing form
has spaces for five diagnosis codes. The
first space is labeled for the principal
diagnosis code and the other four spaces
are labeled for other diagnosis codes. The
principal diagnosis code is always entered
in the space so labeled, since the Medicare
reimbursement is determined by the
principal diagnosis and specific
comorbidities and complicating conditions
and surgical procedures, if they occur.
Specific comorbidities and complicating
conditions, if they exist, are recorded in
the four spaces labeled other diagnosis
codes. Hospitals are aware which of the
patients' comorbidities and complicating
conditions affect the reimbursement and
probably make every effort to report them
accurately.

FINDINGS
It can be expected that the Medicare

population, when hospitalized, would
generally have comorbidities and
complicating conditions. A review of 1,000
records with E-codes in the 1990 Medicare
inpatient hospital discharge file showed
the following:

5.0 percent had 2 diagnoses
5.0 percent had 3 diagnoses
14.5 percent had 4 diagnoses
75.5 percent had 5 diagnoses

Four or five diagnoses were reported
in 90 percent of the records. Since
E-codes are not required to be reported and
they do not impact reimbursement, it can be
expected that E-codes would not be
routinely reported. The above referenced
discharge file had 3.4 percent of the
discharges with E-codes reported. The
percent distribution of E-codes shown on
hospital bills in spaces two through five
are as follows:

24.4 percent had an E-code in space 2
25.9 percent had an E-code in space 3
25.4 percent had an E-code in space 4
24.3 percent had an E-code in space 5

The distribution of E-codes in spaces two
through five is remarkably homogeneous.
Since an E-code cannot be reported as a
principal diagnosis, it can only appear in
any of the four spaces on the bill that are
reserved for other diagnoses. E-codes
appear in spaces 2 through 5 equally, about
25 percent of the time in each.

Distribution of grouped E-codes
Almost half (46.1 percent) of the

E-codes reported were associated with
adverse effects of drugs, medicinal and
biological substances. Accidental falls
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accounted for over one-quarter (26.7
percent) of E-codes reported and abnormal
reactions or later complications of
surgical and medical procedures represented
about one-tenth (9.5 percent) of the codes.
"All other external causes of injury and
poisoning" (8.6 percent) included accidents
caused by fire, natural and environmental
factors, submersion, suffocation, and
foreign bodies (4,610); homicide and injury
purposely inflicted by others (2,020);
injury undetermined whether accidentally or
purposely inflicted (2,010); and late
effects of accidental injury (1,885).
Place of occurrence, which is usually
reported with accidents and accidental
poisoning (E850-E869. and E880-E928),  was
reported 19,415 times.

Distribution of E-Codes by State
Every State and Puerto Rico reported

some E-codes, ranging from 43,850 in New
York to 210 in Alaska). Fifteen States
accounted for two-thirds of all E-codes
reported and generally included those
States that require or encourage E-code
reporting and have larger populations,
hence more hospital admissions. The rate
of E-codes reported by State varied from a
high of 88.5 per 1,000 discharges for
Vermont to a low of 10.1 for Minnesota, as
compared to a national rate of 37.0. Rates
for 8 of the IO States identified earlier,
that require or encourage E-code reporting,
were greater than the national rate, with
Colorado and Rhode Island slightly below.

Distribution of E-Codes by categories
The 18 most frequently reported

3-digit categories represent over 80
percent of all the E-codes reported. Ten
of the eighteen most frequently reported
3-digit categories are associated with
adverse effects of drugs and medicinals and
four with falls. The 10 categories of
adverse effects of drugs and medicinals
(E942, E933, E944, E935, E932, E939, E930,
E936, E947, and E945) accounted for over 40
percent of all E-codes reported and the
four categories of falls (E888, E885, E884,
and E880) accounted for over 25 percent.
Almost 10 percent of the categories reflect
abnormal reaction of the patient, or later
complication, caused by surgical operations
or other procedures without mention of
misadventure at the time of operation or
procedure.

Distribution of E-Codes by 4-digit codes
The 25 most frequently reported

4-digit E-codes accounted for almost 50
percent of the 4-digit E-codes reported.
The most frequently reported 4-digit
E-codes are subsets of the 3-digit
categories and basically follow the same
order. Seventeen of the 25 most frequently
reported 4-digit E-codes were associated
with adverse effects of drugs and
medicinals. (The fourth digit identifies
the type of drug.)

E-Codes not reported
Of the 193 3-digit E-code categories

listed in ICD-g-CM, all but 23 were
reported in the 1990 MEDPAR file. Those
that were not reported seem to be logically
missing due to the types of causes of
injury and poisoning they represent which
are not expected in the Medicare
population. Seven were related to legal
intervention; 5 were associated with
railway accidents; 4 were for injuries
resulting from war operations; 3 were
associated with homicide and injury
purposely inflicted by other persons; 2
were related to accidents due to natural
and environmental factors; and one each for
water transport accidents and vehicle
accidents not elsewhere classified.

Analysis of a small sample of records
In order to compare the association of

the external causes of injury and poisoning
with the principal diagnoses, a small
sample of records from the 1990 MEDPAR file
that contained at least one E-code was
written off to include the state in which
the hospital stay occurred, the principal
diagnosis, and other diagnoses (including
E-codes). The principal diagnosis is
defined as th,e condition established after
study to be chiefly responsible for
occasioning .the admission of the patient to
the hospital for care. Other diagnoses are
defined as all conditions that coexist at
the time of admission or that developed
subsequently, that affect the treatment
received and/or 'the length of stay.
Diagnoses that relate to an earlier episode
which have no bearing on the current
hospital stay are excluded.

A review of the principal diagnoses
and the reported E-codes for a small sample
of records showed that 17 states were
represented in the sample. Seventy-five of
the principal diagnoses were allocated to
Injury and Poisoning, 50 of which were
fractures; 40 to Diseases of the
Circulatory System; 15 to Symptoms, Signs,
and Ill-Defined Conditions;. and the
remaining principal diagnoses distributed
within respiratory (lo), musculoskeletal
(lo), endocrine, nutritional and metabolic
(lo), genitourinary (5), and nervous system
(5) diseases, and mental disorders (5).

DISCUSSION
The voluntary reporting by hospitals

of external causes of injury and poisoning
(E-codes) on approximately 3.4 percent of
the 1990 Medicare inpatient hospital
discharge file is encouraging. One would
expect that E-code reporting would occur
only in those few states that now require
or encourage such reporting on all hospital
discharge records. However, a review of
those records with E-codes reveals that
each of the 50 States, the District of
Columbia, and Puerto Rico, reported some
E-codes. The largest number of discharges
reporting E-codes came from New York,
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California, and Pennsylvania; the, smallest
number came from Alaska, Wyoming, and the
District of Columbia. The rates per 1,000
discharges of E-codes reported were highest
in Vermont, Maine, and Washington and
lowest in Minnesota, Puerto Rico and
Kansas.

Considering that the 1990 Medicare
population consisted of approximately 30.9
million aged persons and 3.3 million
disabled persons, it is not surprising that
the largest numbers of E-codes were related
to adverse effects of drugs, medicinal and
biological substances in therapeutic use
and accidental falls. Both of these causes
are related to the aging process and
disability problems. All of the grouped
E-code categories were represented. As can
be expected, certain grouped categories had
small numbers reported such as: water
transport accidents (155); air and space
transport accidents (155); injury resulting
from operations of war (60); railway
accidents (25); and legal intervention (5).

The most frequently reported 3-digit
categories and 4-digit detailed codes
follow the expected external causes of
injury and poisoning, i.e., adverse effects
of drugs, medicinal and biological
substances in therapeutic use and
accidental falls. Other categories with
significant numbers were surgical
operations and procedures as the cause of
abnormal reactions of patient, or of later
complication, without mention of
misadventure at the time of operation or
procedure and suicide and self-inflicted
poisoning by solid or liquid substances.

Almost 12 percent (23) of the 193
3-digit E-code categories were not reported
in the 1990 MEDPAR file. It is no surprise
that most of the unreported categories
would not be encountered frequently. These
were unusual types of railway accidents,
legal interventions, and war operations.

E-codes were compared to the principal
diagnoses in a small sample of records to
ascertain if there was an association
between the E-code and the principal
diagnosis. In most cases there was a
direct relationship between the E-code and
the principal diagnosis. Fractures were
associated with accidental falls and
adverse effects of drugs were associated
with principal diagnoses that would be
treated by the types of drugs that were
identified by the E-codes.

CONCLUSION
One can conclude the following:
l E-codes are being voluntarily reported

on Medicare hospital bills;
l the E-codes that are being reported

are valid, that is, in most cases the
reported E-codes are associated with
the principal diagnosis;

0 almost 50 percent of the E-codes are
due to adverse effects of drugs and
over 25 percent are due to accidental
falls;

a the large number of cases related to
adverse effects of drugs suggests that
follow-up studies should be carried
out to determine how best to deal with
drug reactions, interactions, and
overdoses; and

l the large proportion of accidental
falls also requires that greater
effort should be directed at
protecting those that are most
vulnerable from these accidents.
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EMERGENCY DEPARTMENT WEAPON-RELATED INJURY SURVEILLANCE

Victoria V. Ozonoff, Mass. Department of Public Health
Catherine W. Barber

INTRODUCTION

In recent years the field of public health
has taken on the challenge of lowering the high
rates of violent injury and homicide in this
country. Many of the recently developed violence
prevention programs, such as peer leadership
programs, gun buybacks, and school-based
mediation, are locally-based. Under the public
health model, primary and secondary prevention
programs like these ideally are driven in part by
data. Data is used to describe the problem, to
target risk groups, and to measure the impact of
interventions. Many of us attending this
conference are in the business of collecting and
providing data for disease prevention. But where
do we find sources of local injury data, and how
can we develop these sources given the reduction
in surveillance resources which many of us are
facing?

Public health practitioners have often been
frustrated by lack of adequate data. Mortality
data are reasonably well documented, but we know
that most violence does not result in death. Yet,
data on non-fatal injuries are severely limited.
Police data'on assaults represent only cases that
come to the attention of law enforcement.
Hospital discharge data typically lack E-codes,
making it impossible to identify cause of injury;
and outpatient data are rarely automated, making
routine analysis impractical. Emergency
department data has the potential for providing
timely, population-based information on
intentional injury at the local level if ongoing
surveillance systems could be implemented.

At the Massachusetts Department of Public
Health we at the Weapon-Related Injury
Surveillance System have been exploring the use
of emergency department data for ongoing injury
surveillance. In this presentation, two injury
reporting mechanisms which we have developed will
be described. Both employ existing reporting
requirements in order to limit expense and
minimize burden on health care providers. The
first is a paper reporting system for victims of
gunshot wounds and stabbings, and the second is a
computerized emergency department log which
captures injury variables.

This presentation will describe both
approaches, briefly give examples of data from
both systems, discuss data quality and uses of
the data, and end by reviewing implications for
replication in other states.

DEVELOPMENT OF THE PAPER REPORTING SYSTEM

Massachusetts, along with at least 40 other
states, has a mandatory reporting law for gunshol
and stabbing injuries. It was this reporting
requirement that provided the foundation for the
firqt surveillance application. Medical providers
are required to report all gunshot wounds and
stabbings to the Massachusetts Department of
Public Safety using short report forms. Reports
were designed to assist in police investigations-
-not injury surveillance--and so lacked what
public health practitioners might consider
essential variables; In addition, the data were
not automated, not routinely analyzed, and
compliance was poor--about 30% on average in four
hospitals at which we reviewed records.

Conversion of this reporting system into a
weapon-related injury surveillance system
required modifying the existing form to include
information on injury intent, victim/offender
relationship, location of injury, race and sex of
victim, and precipitating circumstance. A copy of
the modified form is sent to the Department of
Public Health (MDPH), and the original continues
to be sent to Public Safety.

Hospitals were actively recruited to
participate in the new system: although reporting
to police is mandatory, the expanded public
health reporting is voluntary. Participation and
compliance have been encouraged through active
feedback to providers, staff training, workshops,
and newsletters. Currently, forty-five hospitals-
-almost half of the'EDs in Massachusetts--are now
participating, and we anticipate a statewide
system by the end of next year. Despite the
conventional wisdom that the ED is no place for
injury surveillance, no hospital to date has
refused to participate.

The reporting forms are sent to the MDPH on
a monthly basis and entered into a computer data
base, permitting timely analysis of the data. Our
success in recruiting hospitals is attributable
to a few factors. Hospital personnel were aware
of the reporting laws and did not object to
replacing an old form with a more useful form.
The additional variables are extremely limited.
From the beginning, we felt that we could not
reasonably expect high compliance from any report
requiring more than a minute or two to complete.
In addition, daily news reports of violence in
our communities has made 'the topic compelling:
providers were interested. Finally, we tried to
"give something back" to EDs; generally this has
meant staff training or data. In essence, we
transformed a passive criminal justice reporting
requirement into an active public health
intentional injury surveillance system.

DEVELOPMENT OF THE COMPUTERIZED SYSTEM

Earlier I said that no hospital has refused
to participate. That was a little misleading. One
of the first hospitals we tried to recruit said,
"We'd love to, but..." This was a mid-size
community hospital whose ED director felt they
were drowning in paperwork. He told us that if we
could automate the ED log and integrate mandated
reports into the system, the hospital would be
happy to provide us with injury data. In this
case, the existing data system was the ED log:
the hospital was required to maintain a log
according to the standards of the Joint
Commission for the Accreditation of Healthcare
Organizations. But because it was handwritten,
the hospital could not use the log to answer
basic questions about ED quality, services,
management, or reporting.

We accepted the challenge and developed an
automated log, now in use in two hospitals
serving one geographic area. LOGBOOK, as the
program is called, captures standard log
information for all ED visits; for injuries,
variables captured include injury cause,
diagnosis, intent, job-relatedness,'and location.
Cause is coded into collapsed E-code categories,
and mandatory reports (gunshot wounds, dogbites,
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and burns--for example) are integrated into the
program. As was the case with the paper reporting
system described earlier, we made the decision to
keep injury surveillance variables to a minimum.
In order to maximize compliance, the program is
designed largely to serve ED management needs and
patient care needs. Our assumption was that the
simpler and more useful LOGBOOK was to ED
managers --whose interest was not necessarily
injury surveillance--the more effective it would
be as an injury surveillance tool.

able to approximate population-based rates for
the city. A few examples of reSultS from Boston
are provided to show the kind of information
available from the paper reporting system.

CASES: The eleven EDs in Boston reported a
total of 1150 cases in 1992. Of these, 68% were
stabbing injuries and 32% were gunshot wounds.

RESULTS: BOSTON

ARRIVAL AND DISPOSITION: About half of the
cases reported to us arrived at the hospital by
ambulance, and only about half were admitted.
Thus, if we relied on fatalities, hospital
discharge abstracts, and ambulance trip reports
as data sources, we would miss a substantial
proportion of the cases.

I will first report results from the AGE/SEX/RACE: Most of the victims of
database on gunshot wounds and stabbings. Almost gunshot wounds and stabbings were male--about
half of the cases reported in 1992 were from the 84%--and most were young. Seventy-eight percent
City of Boston. All eleven general emergency were under the age of 35. The frequency of cases
departments at Boston's acute care hospitals rose sharply in the mid-teens, and began to drop
participated in the system. We were therefore after the age of 25.

Table 1: 1992 Repotted  Cssos  of Gunshot Wounds and
Stabbings per 10,ooO  Population, Troatsd  by Boston
Emergency Departments (City residents only)

Cases  1990 Census Crude
f?ep.med PqnAation RalenOk

Boston r&dents, total 636 574283 14.6

Age Groups
O-14
15-19
20-34
35-64
65+

20 94361 2.1
la5 42714 43.3
460 208048 22.1
157 163966 9.6

2 65152 0.3

68X

Male
Female

698 275923 25.3
113 296360 3.8

Raoo/Ethnlcfty
Hispanic
While
Black
Asian

76 61963 12.3
141 341142 4.1
509 139692 36.4

a 29939 2.7

Raos/Ethnlcfty  and Sex
Hispanic male
Hispanic female

66 30964 21.3
9 30999 2.9

White  non-Hispanic male 118 163762 7.2
White  non-Hispanic female l a 177390 1.0

Black non-Hispanic male 420 65236 64.4
Black non-Hispanic female 73 74456 9.8

Race/Sex  and Age Group
Black male, 15-24 yrs 213 12315 173.0
Non-black males, 15-24 yrs 78 46466 16.8

Age is missing in 12 cases, sex in 25 cases, and rsce/ethnicity  in 95
cases. These cases  are.includsd  in the Boston residents total. Sex
is missing in 1 case for Hispanics, 5 cases for White non-Hispanics,
and 16 cases for Black  non-Hispanics. Cases falling under -Other”
for race  are not listed separately, but are included in the Boston
residents total.

!zor victims who were residents of the city
of Boston, we examined rates of injury by age
group, as summarized in Table 1. Teens aged 15-19
were at highest risk with a rate of 43 cases per
10,000 teens, almost twice the rate for adults
aged 20-34.

Males had victimization rates almost seven
times higher than females, and this held true
among Hispanics, non-Hispanic whites, and non-
Hispanic blacks. However, black females were at
slightly higher risk than white males, with a
rate of 9.8/10,000 compared to 7.2 for white
males.

The age/race/sex group at highest risk was
young black males aged 15-24 years. Their injury
rate of 173 stabbings and shootings per 10,000
youths was over ten times higher than that for
other young males (16.8/10,000).  In fact, this
group made up only 2% of the Boston population
but supplied 25% of the injury cases.

NEIGHBORHOOD: One of the strengths of the
WRISS project has been our ability to provide
local data for use by violence prevention
programs. This will become more evident as the
statewide system is developed: we will then be
able to provide population-based rates for any
local community. For the city of Boston, we have
calculated injury rates by victim's neighborhood.
We have used sip code to define neighborhood
which for Boston roughly corresponds to the
"popular" definitions. Neighborhood-specific maps
such as that in Figure 1 were designed to aid
violence prevention programs in identifying high
risk areas.

RESULTS: LOGBOOK

Results from Boston are based on the paper
reporting system and therefore include only
gunshot and stabbing injuries. LOGBOOK, on the
other hand, provides information on all ED
visits. It has been in use since 1991 at a
community hospital which serves a low-income city
of 70,000 residents and receives 40,000 -ED visits
annually.
June 30,

Among those visits for the year ending
1992,  27%--or  ll,Oll--were  in jury

v i s i t s . Injuries resulting from interpersonal
violence accounted for about 7% of all injury
visits, as indicated in Table 2.

Although gunshot wounds and stabbings may
have the most serious outcomes, the vast majority
of violent injuries were the result of bodily
assaults (73%). Stabbings and other sharp
instrument injuries were the second most common,
accounting for about 10% of violent injuries..
Less than 1% were the result of gunshots.

SEX: In the Boston data, and elsewhere in
the state, victims of stabbings and shootings
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1

1992 Reported Cases of Gunshot Wounds and Stabbings
Treated by Boston Emergency Departments,

Flg i 1: Sample Neighborhood-speclflc  Data Presentation Developed for CMnmUnity  ViOletICe Prevention Grow

1992 Gunshot Wounds and Stabbings
Treated by Boston Emergency Depart-
ments, by Patient’s Neighborhood

# of Cases

96-145

50-95

35-49

20-34

#of rate/
Neiahborh@Mfzb s+%BIpsIM

Roxbury (02119) 117 46
Grove Hall (02121) 98 38
Codman Sq. (02124) 145 30
S End (02118) 61 28
Roxbury Crossing (02120) 29 20
Mattapan (02126) 46 17
Charlestown (02129) 22 15
Fields Corner 02122 29 14
Uphams Corner (02125) 41 13
Roslindale (02131) 33 10
S Boston (02127) 29 10
E Boston (02128) 31 9
Jamaica  P la in  (02130 )  34  9
Hyde Park (02136) 22 9
W End (02114) 6 6
Allston (02134) 12 5
B o s t o n d w n w n  (02108-11,o221o)  6 5
N End (02113) 3 4
Brighton (02135) 15 4
Back Bay (02115-6) 16 4
W Roxbury (02132) 9 3
Kenmore (02215) 2 1
Boston, no zip 3 0  N A
Other MA city/town 2 0 2  N A
Out of State 1 9  N A
Homeless 1 5  N A
Unknown/Missing 7 8  N A

Source: MA Department of
Public Health

Neighborhood is according lo the patient’s zip code.
RaWlO,OOO  are based on the US Census
estimates 01  the 1990 population by zip code area.
Rates are not  age-adjusted.

w e r e  o v e r w h e l m i n g l y  m a l e :  o n l y  12-16%  were
f e m a l e .  H o w e v e r , the LOGBOOK data demonstrated
that when we look at the wider range of non-
weapon assaults, the percent of female victims
increased to 41%.

AGE: The LOGBOOK data also points out that
the age distribution of victims varies with the
type of attack, In the age distribution for
shootings and stabbings, there was a sharp peak
between the ages of 15-24. The age distribution
for sexual assaults (illistrated  in Figure 2)
shows an even younger victim group: 62% were
under the age of 20. In fact, almost half were
age 14 or younger, 'and, perhaps most troubling,
19% were age 4 or younger.

participating hospital. System compliance
averages about 10%. Reported and unreported cases
are entered in a database and statistically
compared for systematic reporting bias. There has
been no significant difference between reported
and unreported cases on age or sex: 'however,
gunshot wounds are more likely to be reported,
and cases explicitly diagnosed as "gunshot wound"
or "stab wound" are more likely to be reported
than cases diagnosed as "lacerations."

The MDPH sponsors an Adolescent Violence
Prevention Coalition in the LOGBOOK community. We
provide the coalition with local data to better
understand the nature and scope of the problems
they are addressing. Over time, the data will be
vital in evaluating whether the Coalition has had
an impact in lowering violent injury rates in the
community.

For LOGBOOK, all ED cases are logged by the
ED secretary, and data is transmitted
electronically to the MDPH. The potential
reporting problem is therefore not "missing
cases" but incorrect coding of injuries. WRISS
staff periodically compare a sample of the ED'S
injury medical records to the codes assigned in
the LOGBOOK data. Coding accuracy exceeds 95% for
each injury variable. We estimate that fewer than
10% of intentional injury cases are missed by the
system. No apparent reporting bias is obvious
although a more extensive analysis of data
quality is planned.

COMPLIANCE AND- DATA ACCURACY DATA USES

The paper and automated systems are
monitored to assess data quality, accuracy and
completeness. For the paper reporting system,
compliance is measured by comparing reports filed
with MDPH against actual cases identified during
periodic record reviews by WRISS staff at each

Our interest in developing ED surveillance
was to create an ongoing, low cost system that
could be used on the community level to develop
violence prevention efforts. To that end, we have
made the data available to local groups,
providers, and public health violence prevention
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Table 2: Injury Intent for Emergency Department Patients at
LOGBOOK Site by Sex of Victim, July 1,1991- June 30.1992

Total Females Males
n % n % n %

Fig. 2: Sexual Assault-Related ED Visits to the
LOGBOOK Sie by Age of Victim, 7/916/92

2oa
Unintentional 9 7 1 6 8 8 . 2 3 8 4 9 88.7 5 8 4 0 88.0

Assault 731 6 . 6 2 5 0 5.8 4 7 8 7 . 2
Self-inflicted 1 4 3 1.3 7 2 1.7 71 1.1
Other 2 0 3 1.8 91 2.1 1 1 2 1.7
UnknownMissing 2 1 8 2.0 7 8 1.8 1 3 9 2.1

TOTAL 11011 1 0 0 4 3 4 0 1 0 0 6 6 4 0 1 0 0

Total includes 31 victims for whom sex was not noted

practitioners through timely newsletters,
presentations, staff training, and workshops. We
have been pleased to see several instances in
which the data collected were directly used for
program development. A few examples include:

-Boston City Hospital has used the data to
assist in obtaining funding for a victim services
program. Additionally, the data have been used to
identify target prevention groups, estimate
caseload, and schedule services.

-The Boston Violence Prevention Project has
used the data to develop a portrait of Hispanic
victims for service planning.

-In Lawrence, the data have been used by an
adolescent violence preventi& initiative to
describe the victims of adolescent violence and
to target programs.

-At least two Boston hospitals have used
the data, and the data collection system, as a
tool in resident training. Completion of the
reporting form has been used to encourage
residents to ask about intentional injury--
questions they may have skipped in the past.

-Policy makers have also found the data
useful: requests for data have come from the
mayor's office in both Boston and Springfield.
The governor's office has been provided with
summary data, and injury control programs within
the MDPH have used the data extensively.

DISCUSSION/CONCLUSIONS

What we have learned in Massachusetts is
that violence-related injury surveillance at the
emergency department level is feasible if
existing reporting systems are adapted. Such
systems can generate relatively accurate,
population-based, local data. This has
implications for other states trying to develop
surveillance systems.

Most states already have laws requiring
physicians to report all gunshot injuries (and in
some states, stabbings and other attacks as
well). In Massachusetts, we had the advantage

Age in 2 yr increments

that physicians were already required to fi41 out
a short report form, whereas in most other states
physicians notify police with a telephone call.
Although modifying a form and improving
compliance is doubtlessly easier than introducing
an entirely new reporting form, the existence of
mandated reporting itself is an advantage. Most
ED managers were willing to cooperate with the
system because they felt that weapon-related
injuries were sufficiently grave to warrant
special reporting. A less compelling issue may
have met with less success. Additionally,
reporting that is tied to action--in this case
both feedback to providers and the development of
violence prevention programs--is received with
more enthusiasm than reporting that is seen as
simply "bureaucratic" or "regulatory."

Although weapon injury reporting can
provide extremely valuable community-level data,
there are some disadvantages to this approach
that should be mentioned. First, most violent
injuries do not involve weapons and thirefore are
not included in the system. Second, a paper
reporting system, such as the one described here,
relies on the memory and motivation of ED
providers. An automated system, such as LOGBOOK,
addresses these issues by directly connecting
injury reporting to the ED log, a record which
all EDs must maintain. Any hospital currently
using a computerized log or planning to convert
to one, should consider--and be encouraged by
injury control advocates--to add injury variables
that capture standardized cause-of-injury data in
a retrievable format.

Despite the advantages of obtaining
information on all injuries treated at the ED
level, automation is years away for many
hospitals. In the interim, a paper reporting
system can provide extremely valuable local data,
particularly if the system is simple, provides
timely feedbadk, and has clear application to
injury control projects. The data available on
non-fatal violent injuries are so limited that we
must take advantage of existing opportunities to
develop surveillance systems at all levels.
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SURVEILLANCE FOR NONFATAL FIREARM INJURIES

Roberta K. Lee, UTMB School of Nursing at Galveston
Robert G. Froehlke, Michigan State University College of Human Medicine

Mary J. Harris, UTMB School of Nursing at Galveston

Public Health Imnortance
Firearms are the second leading cause

of injury mortality in the United States.
In 1989, more than 34,000 Americans died
due to the discharge of firearms.l In the
United States, a child dies daily from
handgun injuries. In fact, firearm
injuries have become the leading cause of
injury death in several states. In 1990,
for example, firearms surpassed motor
vehicles as the leading cause of injury
mortality in Texas.2 This trend is
predicted to continue and firearms are
expected to become the leading cause of
injury mortality by the end of this
decade.'

However, little is known about the
contribution of firearms to nonfatal* . . This lack of information can be
;t'r",zy attributed to an absence of, or
lack of uniformity in, fireamInii:;z
reporting and data collection.
to estimate firearm injury incidence, it
is necessary to include firearm injuries
due to unintentional circumstances, as
well as firearm injuries which are self
inflicted (attempted suicide and sui-
cide), other inflicted injuries (such as
assault and homicide), firearm injuries
inflicted during conduct of police work
(legal intervention), and incidents where
the circumstance can not be determined.

To measure the contribution of
firearms to injury morbidity, we estab-
lished a surveillance system for firearm
injuries in Galveston County, Texas,4  and,
in several other locations, the National
Electronic Injury Surveillance System
(NEISS), was piloted as a potential
surveillance system for firearm injuries.
These firearm injury surveillance systems
were then evaluated relative to estab-
lished standards for surveillance
systems.5

The Surveillance SvStemS
Galveston, Texas. To determine the in-
cidence of medically treated or legally
investigated firearm injuries, Lee6
established a population-based surveil-
lance system for firearm morbidity and
mortality in Galveston, Texas. The case
definition for this study was any resident
who was injured due to the discharge of a
firearm, with the injury being verified in
the detailed reports of one of the fol-
lowing: police, hospital, vital registrar,
or medical examiner. Cases where a
firearm was used as a threat or a club
were excluded.

This system was based on existing
sources of data, gathered from medical,
law enforcement, and judicial sources.

(Figure 1) These data sources were the
records of emergency medical services,
emergency department records, hospital
records, medical examiner records, vital
records, and police records. Data were
obtained retrospectively in order to
exclude records being used in active
criminal proceedings.

Data elements were chosen based on
Haddon's framework of host, agent, and
environmental factors applied to this
injury problem. (Figure 2) We sought to
develop a system which would address
incidence rates and provide accurate,
useful information to public policy-
makers.

Prior to beginning the surveillance,
the confidentiality and use of police and
court records was discussed with the
Galveston County District Attorney. He
noted that the initial police record,
which becomes part of the Uniform Crime
Report of the Federal Bureau of Investi-
gation, is a public document which is not
protected by confidentiality laws. The
detailed police reports, however, are
confidential. After approval was obtained
from the institutional review board, the
police records were made available to us.
NEISS is a system developed by theNEISS.
Consumer Product Safety Commission (CPSC)
to monitor injuries related 'to consumer
products. The system is based upon a
national, stratified probability sample of
hospital emergency departments. From
these sample hospitals, information is
collected on persons who are treated in
emergency departments for injuries related
to consumer products. National estimates
are then derived of the number and
severity of these injuries. In 1990, The
National Centers for Disease Control
conducted a feasibility study to determine
whether NEISS could be used to collect
information about firearm injuries. An
initial feasibility study was conducted at
four hospitals-one from each of the four
sampling strata of hospitals used by
NEISS.'

The case definition for the NEISS
study was any injury sustained as a result
of the discharge of a firearm and
initially treated in one of the four site
hospital's emergency departments during
the study period of July 1, 1990 to Sept.
30, 1990. Cases where a firearm was used
as a threat or a club were excluded.

System  Evaluation Procedures
Establishment of a "Gold" Standard. To
evaluate the sensitivity of the surveil-
lance systems at Galveston and the four
NEISS sites, we needed a standard con-
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taining all of the true gunshot wound
cases or, what is referred to as a "gold"
standard. Since no such standard existed,
one had to be established at each site.
The method used to establish the standard
was the same for each site and followed
these steps:
1. Meeting and interviewing each site's

emergency department administrators
and staff in order to understand
patient flow to and from that
hospital's emergency department.
Specific information was obtained
about the management of patients with
gunshot wounds.

2. Identifying all potential data
sources and systems for patients
treated in the emergency department.

3. Determining whether patients with a
gunshot wound could be identified in
these potential data sources.

4. Establishing the "gold" standard,
based upon the compilation of all the
data sources at each site which could
identify a patient treated for a
gunshot wound in the emergency
department.
Different information and data

sources existed at each of the five sites;
thus each site's "gold" standard was
specific to that site. Types of data and
information systems used to establish the
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gold standard included:

2':
Emergency department logs
Trauma registries

::
Billing information
Hospital admissions logs

2:
Medical records searches
Outpatient clinic logs

7. Emergency department medical
records reviews

8. Telephone consultations with
neighboring hospitals.

Once the gold standard had been
determined for each site, the standard was
matched to the list of cases generated
through. the surveillance system. Cases
were considered to match if the medical
record numbers matched and at least three
of the following variables matched: 1.
treatment dates (+/- one day), 2. date of
birth, 3. race, 4. sex.

The medical records of cases that
matched on all four criteria, but differed
on medical record number, were reviewed to
determine whether they were in fact a
match. The medical records of all non-
matches were reviewed to determine whether
there had been any coding errors, and if
in fact they were matches.

Results
Galveston, Texas. In Galveston, the
sensitivity of the firearm surveillance
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system varied according to the gunshot
wound outcome (fatal or nonfatal). For
fatal firearm injuries, we found that
state vital records found 100% of firearm
injuries, while both police and medical
examiner records yielded 98% case
ascertainment. For nonfatal firearm
injuries, police records were the best
identifier of firearm iniuries. with a
sensitivity of 98%, follow&d by emergency
room records. with a sensitivitv of 82%.
The sensitivity of specific data elements
also varied, with medical record sources
being relatively complete for data such as
age, race, and sex, but incomplete for
information about the circumstance of the
injury. Police records gave more complete
information about the circumstance of the
injury, including information about the
perpetrator in assault and homicide cases.
Table 1 shows the percent of records with
information gathered from all sources--
the EMS, hospital, police, medical
examiner, and vital registry for the
Galveston study. As can be seen,
information about the injured person's age
and race, the place the injury occurred,
and the injury severity score were
ascertained for almost all fatal and
nonfatal cases. However, marital status,
type of weapon, alcohol level and
circumstances prior to the injury were
hard to find for nonfatal injuries. No
data source was very complete for data
regarding the perpetrator in assault
cases. Table 2 shows the percent. of
records with information about the
assailant in assaults and homicides.
Again, even in fatal cases, we were unable
to determine the extent to which alcohol
contributed to firearm injuries.

TABLE 1. PERCENT OF GALVESTON GUNSHOT
WOUND RECORDS WITH INFORMATION ABOUT THE
PATIENT.

Percent of Percent of
Nonfatal Fatal

Information Cases 'Cases
Race/Ethnicity 100 100
Marital Status
Age
Occupation
Type of Weapon
Alcohol (Levels

or Described)
Police Record
Hospital Record
ME Record

Place Injury
Occurred

Injury Severity
Score

Circumstances Prior
to Injury

52
98
57
81

7
0

94

97

71

89
100

;:

76
0

76

98

99

90

TABLE 2. PERCENT OF GALVESTON GUNSHOT
WOUND RECORDS WITH INFORMATION ABOUT THE
ASSAILANT

For Assault/ Percent of Percent of
Homicides: Nonfatal Fatal

Cases Cases
Sex 92 93
Race/Ethnicity 87 93
Relationship-to

Gunshot Case 86 88
Alcohol - Related 4 5

NEISS. During the study period at the 4
NEISS hospitals, a total of 538 gunshot
wound cases were detected in the NEISS
surveillance system. In our evaluation of
the NEISS sites, we found 538 gunshot
wound cases (our gold standard) during the
same period, of which 520 were also in the
NEISS system. Thus, the overall sensi-
tivity of the NEISS surveillance system to
detect gunshot wound cases was 96.7%. The
sensitivity of NEISS varied by hospital,
with one sensitivity value of 83%, and the
remaining above 96%.

Discussion
The Galveston and NEISS studies

indicate that several sources of data are
potentially useful for the surveillance of
firearm injuries. Vital records are rela-
tively complete for cases having a fatal
outcome. However, vital records may be
miscoded if death certificates are not
amended following the medical examiner's
final description of the cases, or if the
death occurred in a location not served by
a qualified medical examiner's office.

In locations with a trauma registry,
the trauma registry identified only those
cases who survived long enough to be taken
to a hospital and cases whose injuries
were severe enough to warrant trauma care
or hospitalization. Trauma registries
excluded people whose gunshot injuries
were immediately fatal and those with less
serious wounds.

Police records were very good at ident-
ifying gunshot wound cases and included
detailed information about the circum-
stances of these injuries. Medical
records, especially emergency department
records, were also very sensitive in
identifying cases and describing the
details regarding the pathology of these
injuries; they were less detailed in
describing the circumstances of the injury
event. No source was sufficiently
complete in providing information about
the perpetrators of these injuries.

Recommendations
Based on this work, we recommend that

public health professionals:
1. Work for mandatory reporting of all

firearm injuries in all states. In
forty states and the District of
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2.

3.

4.

5.

6.

7.

Columbia, firearm injuries are
specifically identified in existing
state law as reportable events. The
report usually is made to law en-
forcement personnel, rather than to
public health officials. The states
are listed in Table 3.
Work for mandatory use of ICD E-codes
in hospital discharge data. The
report Iniurv Control in the 1990s: A
National Plan for Action recommends
that E-codes be included in hospital
discharge data and also recommends
that federal and private health
insurance systems require E-codes for
reimbursement'.
Use multiple existing sources of data
to ascertain cases of firearm injury.
At a minimum, these should include
vital, emergency department, and
police records.
Keep the surveillance system "lean and
mean .H D O  not collect unnecessary
data. However, do include factors
useful for planning intervention and
prevention strategies and facili-
tating evaluation.
NEISS should be adapted to collect
data on firearm injuries at all sites.
The development of creative programs
to finance surveillance activities
should be pursued. These programs
might include taxes on guns and
bullets, or fees for gun licenses.
The development of local surveillance
systems for firearm injuries should be
encouraged and facilitated.

Firearm injuries are affecting the
lives of millions of Americans. Public
health has the responsibility to monitor
this problem, that
prevention and intzention

appropriate
strategies can

be developed.
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DEVELOPMENTS IN THE SURVEILLANCE OF
CENTRAL NERVOUS SYSTEM INJURIES

D.J. Thurman, J.E. Sniezek, and D. Johnson
National Center for Injury Prevention and Control

Centers for Disease Control and Prevention

Abstract

Injuries to the central nervous
system--the brain and spinal cord--fre-
quently result in death or permanent
disability. In the United States, trau-
matic head injuries are estimated to
result in 500,000 hospitalizations and
75,000 to 100,000 deaths each year; 10,000
people may sustain traumatic spinal cord
injuries. At present, national data are
not adequate to define mortality, morbidi-
ty, and disability related to injuries of
the central nervous system. The few
available population-based studies on the
incidence of head and spinal cord injury
are difficult to compare because they
differ in case definitions and types of
data collected. Generalizing from these
studies is difficult because most were
conducted in limited geographic areas.

surveillance can provide the data
needed to measure the impact of central
nervous system injuries and to develop
more effective methods for their preven-
tion. The objectives of the Centers for
Disease Control and Prevention (CDC) for
surveillance of central nervous system
injury address mortality, morbidity and
disability. They are 1) to define inci-
dence; 2) to identify groups at high risk;
3) to describe causes, circumstances, and
mechanisms of injury; and 4) to develop
and monitor prevention programs. To
achieve these objectives, it is essential
to establish standard case definitions and
a standard minimum data set; these guide-
lines will allow for the compilation and
comparison of surveillance information
across jurisdictions.

A Drafting Group of CDC's  Advisory
Committee for Injury Prevention and Con-
trol has recommended modifications to a
proposed case definition and minimum data
set for traumatic head injury. A surveil-
lance case definition for spinal cord
injury has also been developed. The
revised draft definitions and minimum data
set are now being field-tested in three
state and local health departments funded
through cooperative agreements with CDC.
After modifications based on these field
tests are incorporated, final guidelines
will be distributed to federal, state, and
local agencies in 1994.

Backsround

Central nervous system injuries are
the most likely type of injury to result
in death or permanent disability. Only
recently have we recognized that injuries

to the central nervous system--the brain
and spinal cord--are a major public health
problem. Using the criteria by which we
judge the public health importance of a
health condition--the incidence and preva-
lence of the condition, its severity, its
cost, and the degree to which it is pre-
ventable--we can discover the following
facts about head and spinal cord injuries
in the United States:

Estimates of incidence indicate
that head injuries may result in
500,000 hospitalizations and 75,000
to 100,000 deaths each year'. Over
10,000 people may be hospitalized
with spinal cord injuries each year3;
reliable estimates of the numbers of
spinal cord injury deaths have not
been published.

The severity of the nonfatal
injuries is shown by estimates that
each year 70,000 to 90,000 people
sustain head injuries resulting in
permanent disability'. Spinal cord
injuries, though fewer in number, are
even more likely to be severe: among
those who survive, most have irre-
versible neurologic  impairments.

The costs of central nervous
systeminjuries-- acute care, rehabil-
itation, chronic care, and indirect
costs--are unknown but certainly
enormous. One estimate suggests that
head injuries impose an annual eco-
nomic burden of $25 billion in direct
and indirect costs7. The aggregate
annual costs of spinal cord injuries
exceed $6 billion'. There are no
adequate measures of the personal and
social costs of pain and suffering to
injured persons and their families.

These injuries are in large
measure preventable. The leading
causes of central nervous system
injuries are motor-vehicle crashes,
firearms, and falls. Some methods of
prevention exist for greatly reducing
the occurrence or severity of these
injuries; others are yet to be devel-
oped.

Clearly, all of these criteria--
incidence, severity, cost andpreventabil-
ity--indicate that central nervous system
injury is a serious public health problem.
Recognizing this, in 1989 the federal
Interagency Head Injury Task Force recom-
mended that traumatic brain injury be
established as a category for public
health surveillance?. The task force also
recommended designating a lead federal
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agency to plan and coordinate prevention
programs. The Centers for Disease Control
and Prevention (CDC!) has since been as-
signed to this role. The surveillance of
central nervous system injury is a CDC
priority.

Surveillance, which is the foundation
of effective prevention programs in public
health, is defined as the ongoing system-
atic collection, analysis, and interpreta-
tion of health data necessary for plan-
ning, implementing, and evaluating public
health programs. Linkage to injury pre-
vention and control efforts is.an essen-
tial part of injury surveillance. Sur-
veillance is limited to obtaining basic
information concerning the health events
in question. It is not synonymous with
epidemiologic research, which involves
more focussed  study with extensive data
collection for a limited period and is
designed to test specific hypotheses
concerning etiology. Surveillance is
important in order to

l determine the magnitude of injury
mortality and morbidity (inci-
dence and severity),

0 identify populations at higher
risk,

0 identify risk factors, causes,
and mechanisms of injury occur-
rence, and

l guide the development and monitor
the effectiveness of injury con-
trol programs.

Cur understanding of the current
incidence, severity, risk factors and
causes of central nervous system injuries
is limited. Recent national data have
been published concerning the incidence
and causes of mortality due to head in-
juries5r6 but not spinal cord injuries.
Published data concerning the incidence
and causes of morbidity among persons
hospitalized for head and spinal cord
injury are limited3. These data are based
mainly on information collected in a few
communities more than ten years ago.

There are other major limitations of
existing epidemiologic and surveillance
data. Case definitions of head injury and
spinal cord injury differ from one study
to another. Furthermore, the kinds of
information collected vary among surveil-
lance systems. This lack of consistency
makes it difficult to compare data and
makes it hard to generalize from individu-
al studies.

To improve the surveillance and
prevention of central nervous system
injury, we now need to develop standard
case -definitions and
set of data elements
health and prevention
country.

a standard minimum
for use by public
agencies across the

The Development of Central Nervous Svstem
Iniurv Surveillance Guidelines

Work on surveillance guidelines for
central nervous system injury began with
a 1988 resolution of the Council of State
and Territorial Epidemiologists (CSTE)
advocating spinal cord injury surveil-
lance4. Working with CSTE, CDC developed
a case definition spinal cord injury in
1988 and drafted a case definition for
head injury in 1989. The CDC also pro-
posed sets of surveillance data elements
for each type of central nervous system
injury. These early guidelines--defini-
tions as well as data sets--were distrib-
uted to state health departments and
agencies developing injury surveillance
systems. CDC provided technical support,
grants and cooperative agreements for the
surveillance of central nervous sytem
injury in several states. As of 1993, 27
states have implemented surveillance of
spinal cord injury, and 16 states have
implemented head injury surveillance.

Surveillance is largely dependent
upon existing sources of data that are
usually collected for other purposes.
Many agencies collect data that may be
useful for the surveillance of central
nervous system injuries. These include
federal, state, and local agencies for
public health and public safety; medical
care and rehabilitation facilities; and
academic institutions. Therefore, these
agencies need to be involved in the devel-
opment of standards for the surveillance
of central nervous system injury.

Responding to the recommendations of
the Interagency Head Injury Task Force and
recognizing the interest that many agen-
cies may have in data collection, CDC's
Advisory Committee for Injury Prevention
and Control appointed a Drafting Group to
help develop standard reporting guidelines
for head injuries. This Drafting Group,
which met in November 1992, included
delegates from multiple agencies having
interests or responsibilities concerning
the surveillance of central nervous system'
injury. CDC submitted an amended draft of
the guidelines to the group for its re-
view. The changes were based on experi-
ence in state health departments as well
as the advice of a wide range of public
health and health care professionals. The
Drafting Group received oral and written
comments concerning the amended draft
guidelines from many organizations. These
organizations represented multiple per-
spectives concerning the surveillance of
central nervous system injury'.

'These organizations were represented on the
head injury surveillance guidelines Drafting
Group:

CDC Advisory Committee for Injury Preven-
tion and Control, American Academy of
Physical Medicine and Rehabilitation,
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On the basis of the decisions of the
Drafting Group, CDC further revised its
proposed guidelines for central nervous
system surveillance. The new draft guide-
lines contain case definitions and a
common data set addressing both head
injuries and spinal cord injuries. These
guidelines were distributed in March 1993
to state health departments conducting
surveillance of central nervous system
injury. Through CDC cooperative agree-
ments, three jurisdictions, New York
State, Rhode Island, and Maricopa County,
Arizona, began field testing these guide-
lines.

In early 1994, the Drafting Group
will review the guidelines and recommend
final revisions based on the results of
the field tests. Subsequently, CDC will
publish and distribute the guidelines to
all federal, state, and local agencies
conducting surveillance and investigations
on the occurrence of head injuries.

Description of Guidelines for surveillance
of Central Nervous Svstem IniUrv

We can paraphrase the current draft
definitions of head injury and spinal cord
injury as follows:

Council of State and TerritorialEpidemio-
logists,  National Head Injury Foundation,
National Institute of Neurological Disor-
ders and Stroke (National Institutes for
Health), Oklahoma State Department of
Health, University of Texas at Houston
School of Public Health, and National
Center for Injury Prevention and Control
(CDC).

These organizations also provided comments or
were consulted by the Drafting Group:

U.S. Department of Health and Human Ser-
vices--Health Care Financing Administra-
tion, Health Resources and Services Admin-
istration, Social SecurityAdministration,
National Center for Health Statistics
(CDC), and National Institute for Occupa-
tional Safety and Health (CDC),
0therU.S. government agencies--Department
of Defense, Department of Veterans Af-
fairs, National Highway Traffic Safety
Administration (Department of Transporta-
tion), National Institute on Disabilities
andRehabilitationResearch  (Department of
Education), and 'National Council on Dis-
ability,
State government agencies--Colorado De-
partment of Health, Oklahoma.State Depart-
ment of Health, and Missouri Head Injury
Advisory Council,
Academic, professional and otherorganiza-
tions--American Associationof Neurologi-
cal Surgeons, American College of Emergen-
cy Physicians, American Medical Associa-
tion, American Public Health Association,
University of Alabama at Birmingham Injury
Control Research Center, University of
California at Los Angeles Injury Control
Research Center, University of Texas at
Galveston Medical Branch, and JMA Founda-
tion.

_ A case of head injury (traumatic
brain injury) is defined as the oc-
currence of at least one of the fol-
lowing conditions, which has been
attributed to head trauma through
medical evaluation:

observed or self-reported loss
of consciousness,
observed or self-reported ret-
rograde amnesia or post-trau-
matic amnesia,
skull fracture,
objective neurologic abnormali-
ties determined from neurologic
examination,
diagnosed intracranial lesions ’
determined from radiological
examination or other neurodiag-
nostic  procedures, or
observed seizure acutely fol-
lowing head trauma in the' ab-
sence of a nontraumatic seizure
cause.

A case of head injury is also defined
as the occurrence of death fromtrau-
ma for which the death certificate,
autopsy report, or medical examiner
report lists head injury in the se-
quence of causes.

A case of spinal cord injury is
defined as the occurrence of an acute
traumatic lesion of neural elements
in the spinal canal resulting in a
temporary or permanent sensory defi-
cit, motor deficit, or bowel or blad-
der dysfunction.

Most jurisdictions identify cases of
central nervous system injury from death
certificate data and hospital discharge
data. Additional sources of data may also
be useful for case identification. These
sources include hospital trauma registries
and medical examiner records. Hospital
discharge data are usually computerized
data sets with diagnoses coded according
to the International Classification of
Diseases, Ninth Revision, ClinicalModifi-
cation (ICD-9-W'. The draft head injury
clinical case definition corresponds to
ICD-9-CM nature-of-injury codes 800.0-
801.9 (fracture of the vault or base of .
skull), 803.0-804.9 (other and multiple
fractures of skull), and 850.0-854.1
(intracranial injury). The draft spinal
cord injury clinical case definition
corresponds to the ICD-9-CM nature-of-
injury codes 806 (fracture of vertebral
column with spinal cord lesion) and 952
(spinal cord lesion without evidence of
spinal bone injury).

For each'case of central nervous
system injury identified, the guidelines
recommend collecting the following types
of 'data:

Demographic Variables
l Age
0 Sex
l Race or ethnicity
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l State and county of residence
Injury Circumstance Variables
a State and county of injury
l Date of injury
0 Work-relatedness
0 Intentionality
l E-code (ICD-9-CM  external-cause-

of-injury code)
0 Etiology
0 Position in vehicle (if applica-

ble) ’
0 Personal protective equipment

used (if applicable)
0 Alcohol involvement
Nature of Injury Variables
0 Type of injury (head, spinal cord

or both)
0 N-codes (ICD-9-CM nature-of-inju-

ry codes)
l Clinical severity indicators (ex-

istence of brain lesions, altered
consciousness, neurologic and
mental status abnormalities)

0 Abbreviated Injury Score
0 Glasgow Outcome Score
0 Discharge disposition
Other Variables
0 Case identification number
0 Hospital admission date
0 Hospital discharge date
0 Payment source

Some of these variables are easily
obtained from hospital discharge data or
death certificates. Other variables,
especially those that address severity and
circumstances of injury in detail, can
only be obtained from additional sources
of data. Such additional information may
be found in medical records, medical
examiner records, police accident reports,
and other records. Collecting more de-
tailed data from noncomputerized sources.
may be time consuming and thus feasible
for only a sample of reported cases. Some
jurisdictions with limited resources may
only be able to collect basic information
found in hospital discharge data and death
certificates.

CDC proposes a standard computer
database format for collecting and report-
ing these data. The format is compatible
with the National Electronic Telecommuni-
cations Surveillance System (NETSS)  cur-
rently used for reporting cases of commu-
nicable diseases to CDC. Reports of
central nervous system injury thus can be
transmitted to CDC, where data from multi-
ple jurisdictions can be analyzed and
compared.

Conclusions

Using standardized case definitions
and data elements, CDC is promoting the
develooment  of surveillance svstems for
centrai nervous system iniurv i‘n multiple
jurisdictions in *the United-States. The
collection and analysis of national data
will improve our understanding of the

incidence, causes, risk factors, severity,
and outcome of central nervous system
injury. This understanding will provide
a rational basis for the design and focus
of more effective injury prevention inter-
ventions. Such interventions may include
educational and legal measures to promote
safer behaviors, as well as engineering
and environmental changes to reduce possi-
bilities of injury. By monitoring contin-
ued trends in the occurrence of head
injury, the effectiveness of these pro-
grams in reducing the incidence and sever-
ity of injury can be evaluated.
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HEALTH EXPECTANCY: THE CANADIAN EXPERIENCE

Russell Wilkins,

In Canada, we have been publishing
results of health expectancy calculations
since the early 1980s,1-3  and participa-
ting in the work of the International
Network on Health Expectancy (REVES)
since its inception in the late 1980s.4'6
There is currently a fairly widespread
recognition of the potential utility of
this kind of index, as well as a growing
awareness of health expectancy terminol-
ogy, concepts and measures.7'g

We have produced calculations at a
variety of geographic levels,1°-i6
disaggregated the results by important
socioeconomic dimensions,*ril and paid
some attention to the causes and origins
of activity limitations13r16-18 each of
which has added to the policy utility of
the work. Explicit weighting of health
stateslg-*l and modelling of health
determinants16t22-23  have been pursued.

Nevertheless, much of what was
originally expected of health expectancy
indices has not yet been accomplished.
In Canada, the most serious disappoint-
ment is the absence of health expectancy
time series based on comparable
data,13r24-25 followed by a lack of inter-
national comparability of the calcula-
tions26 which have been produced--each of
which has reduced the policy utility of
the work. Also, because of a lack of
suitable longitudinal data sets, no cal-
culations for Canada have been based on
observed transition probabilities. How-
ever, we do the best we can to exploit
whatever cross-sectional data are avail-
able, using a modified version of the
Sullivan method.1-3~10-15f27-30

We calculate the expected number of
years of life in each of several discrete
health states. Sometimes the expected
years in each health state are explicitly
weighted and then summed into an index of
"health-adjusted life expectancy" (HALE),
which can be useful for comparisons
across socioeconomic, regional and dis-
ease groupings. However, we feel that it
is important to show the underlying ex-
pected years in each state prior to
weighting, since a single summary index
provides too little information for many
practical purposes (such as long-term
care services planning), and of course,
not everyone will agree on the weights,
regardless of how they were chosen.

Generally speaking, we have found
that health expectancy calculations are
useful for four different purposes:

Statistics Canada

n Helping to shift the focus of out-
come indicators from exclusive reliance
on mortality-based measures to also in-
clude impairment, disability and hand-:
icap. This enlarges the scope of interest
from survival to independence and
autonomy.

n Revealing the true extent of
health inequalities by sex and among dif-
ferent regions and socioeconomic groups.
When health status is considered as well
as mortality, the differences can either
increase or diminish.

n Redefining priorities among dis-
ease entities. Rankings by cause of
death or loss of life are not the same as
rankings by cause of disability or loss
of health expectancy.

n Shedding light on additional op-
tions for improving health, including
non-medical options. In terms of health
expectancy, progress can be made not only
by preventing or treating the occurrence
of disease, but also by reducing its con-
sequences. Interventions can include
stopping or slowing the progression from
disease or injury to impairment, from im-
pairment to functional limitation or dis-
ability, and from disability to handicap.

Health expectancy of the elderly

Most recently, Owen Adams and I have
been using the results of Canada's Health
and Activity Limitation Survey (HALS) of
1986-87 to examine the health expectancy
of the elderly. The survey included
residents of health-related institutions
as well as ordinary households.

We classified the population into
six exclusive groups, which were defined
so as to form a scale representing in-
creasing degree of autonomy and indepen-
dence. From most to least dependent, the
categories were as follows:
n Institutionalized. Resident in a

nursing home or other long-term care fa-
cility.
n Heavily dependent. Not institution-

alized but dependent on others for per-
sonal care (such as eating, bathing,
dressing, toileting) or for moving about
within the home.
n Moderately dependent. Dependent on

others for going out, light housework, or
meals.
n Somewhat dependent. Dependent on

others for heavy housework, groceries, or
partially dependent in any of the above
activities.
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w Disabled but not dependent. Neither
dependent nor partially dependent in any
of the above activities, but at least one
@Iyes" to any of the HALS disability
screening questions.

w Not disabled. B'Nol'  to all of the
HALS disability screening questions (and
not dependent or partially dependent in
any of the above activities).

Note that the categories are hier-
archical. For example, a person who was
dependent for personal care might also be
dependent for shopping or housework, but
would be classified only to the highest
applicable degree of dependency category
(heavily dependent). Persons were con-
sidered to be dependent if, for reasons
of health, someone else helped them with
any of the specified activities.

The cross-sectional prevalence rates
of disability at each age and by sex are
shown in Figure 1. Note the high rates
of institutionalization at advanced ages,
particularly for women. Without the in-
stitutional population, the rates of dis-
ability would falsely have appeared to
increase much more slowly, since persons
with the most severe disabilities would
have been selectively excluded.

We then multiplied the expected num-
ber of life years lived within each age
group (from the LL column of an abridged
life table) by the corresponding rates of
each category of disability, yielding the
expected life years in each category. To
obtain the expected years of life remain-
ing in each health state at age 65, we
summed the expected life years in each
state at ages 65 and over, and then
divided those sums by the number of sur-
vivors at age 65.

The results of these calculations
are shown in Figure 2. At age 65 for
both sexes together, Canadians could look
forward to living another 17 years in all
states of health, including almost 9
years disability-free, plus 2 years dis-
abled but not dependent, about 4 years
somewhat or moderately dependent, and 2.5
years heavily dependent or institutional-
ized.

Figure 2

HEALTH & INDEPENDENCE EXPECTANCY
AT AGE 65, BOTH SEXES

CANADA, 1988

Figure 1
TOTAL OF 17.2 YEARS OF EXPECTANCY REMAINING
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CANADA, 1988

% total Dowlation

INSTITUTIONALIZ

HEAVILY DEPENDE

,WODERATELY
DEPENDENT

NOT DISABLED

MOD

60

The six discrete states defined in

20 terms of degree of dependence were then
lNST aggregated into four overlapping states

of 11autonomy18 and "independencel',  which
cumulated from least dependent to most

0 dependent as follows:
Cl5 16-2425-3435-5455-6465-7475-64  65+ n Disability-free. '@No" to all of the

AGE GROUPS HALS disability screening questions.
w Independent. Disability-free or

= INST m HEAVY M O D disabled but not dependent.
0 S O M E 0 D N D E P n Autonomous. Independent, somewhat

dependent or moderately dependent.
n Total. Autonomous, heavily depen-

dent or institutionalized (all states of
health).
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Figure 3 shows the percentage of men
and women surviving to age 65 and over in
each of those four overlapping states of
autonomy and independence. The topmost
curve is for all states of health, the
second highest curve is for autonomous,
the third is for independent, and the
Lowest curve is for disability-free. The
area under each curve represents the ex-
pected life years in each state.
ing any of the three lower curves closer
to the survival curve would represent
progress against disability and/or hand-
icap, and would result in a longer period

omous life (depending on which curve was

SURVIVAL, AUTONOMY AND INDEPENDENCE SURVIVAL, AUTONOMY AND INDEPENDENCE
OF SENIOR MALES AGED 65+, CANADA, 1986 OF SENIOR FEMALES AGED 65+,  CANADA, 1986

-i
65 70 75 60 65 90 95 100

AGE (YRS)

Health expectancy calculations pro-
vide a useful summary of the health con-
ditions of older persons. At age 65, the
average remaining life expectancy of Ca-
nadian seniors (men and women together)
was 17 years. Only half of those years
were expected to be completely free of
disability, but nearly two-thirds were
years of independent life, and 85% were
years of autonomous life. At age 75,
remaining life expectancy was nearly 11
years, half of which were years of inde-
pendent life, and three-quarters were
years of autonomous life. At age 85,
remaininq life expectancy was 6 years, of

which one-quarter were years of indepen-
dent life, and one-half were years of
autonomous life.

The disparity between men and women
was much greater in terms of total life
expectancy than in terms of autonomous,
independent or disability-free life ex-
pectancy. While senior women in Canada
could expect to live nearly 4 l/2 years
longer than men, they could expect only 2
I/Z more years of autonomous life, and
only l/2 year more of independent life.

Health expectancy calculations also
helped to reveal the true extent of
socioeconomic and regional inequalities
in health outcomes. Autonomous, indepen-
dent, and total life expectancy was high-

100

80

60

%

65 70 75 80 85 90 95 100

AGE (YRS)

est in the richest income quintile group,
and lowest in the poorest quintile group.
For both sexes together at age 65, the
differences between the quintiles were 1
year for autonomous life, 1.7 years for
independent life, and 2.3 years for
disability-free life.

The differences between Quebec (pre-
dominately French-speaking) and the rest
of Canada (predominately English-speak-
ing) diminished when disability-free or
independent life expectancy was consider-
ed rather than total life expectancy.
However, the differences between the At-
lantic provinces and the rest of Canada
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increased when disability-free or inde-
pendent life expectancy was considered
rather than total life expectancy.

The major causes of loss of health
expectancy among the elderly are not
necessarily the major causes of death.
Limb and joint disorders were the most
frequently reported disabling conditions
among dependent seniors (accounting for
56% of the total), followed by cir-
culatory system diseases (20%). All can-
cers were of relatively little importance
as disabling conditions (less than 2% of
the total), despite their importance as
causes of death.

From answers to supplementary ques-
tions relating to these main conditions,
the origin of each problem was classified
.as "congenital" (existing since birth:
l%), tlaccidentalll (including work-related
accidents as well as motor vehicle acci-
dents, other accidents and violence: 7%),
or "other"  (92%).

,

To examine the mental or emotional
nature of disabling health problems,
several questions were scanned. These
included questions relating to learning
disability, mental handicap, memory loss,
general activity limitations due to men-
tal or emotional causes, and main condi-
tions of a mental or emotional nature.
Disability of a mental or emotional na-
ture was present in almost 40% of depen-
dent seniors.

.

Another series of questions con-
cerned technical aids or assistive
devices needed but lacking. These in-
cluded seeing and hearing devices, hous-
ing adaptations, mobility and agility
aids, and special vans. We analysed
these'data for disabled and dependent
persons living in the community. Nearly
a fifth of dependent seniors lacked
needed technical aids or assistive
devices which might have helped them
overcome, at least to some extent, the
handicapping effects of their disability.
Moreover, we found that the greater the
loss of autonomy, the more likely it was
that needed technical aids would be lack-
ing (27% of heavily dependent seniors
lacked needed aids compared to 12% of
somewhat dependent seniors).

Figure 4 shows the population aged
65 and over by degree of dependence and

. severity of disability. In other words,
it cross tabulates handicap by functional
limitation. Note that many elderly per-
sons managed to maintain considerable
autonomy despite fairly severe dis-
ability. Severity of disability was
classified according to scales devised by
McDowell and Brodeur.31-32

Figure 4
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Conclusions

Because most of our current indi-
cators of health status are based on
measures of ill-health, it is easy to
create an excessively negative picture
which puts too much stress on the burden
of ill health, and not enough emphasis on
the positive prospects for longer,
healthier lives for most elderly Cana-
dians. Health expectancy calculations
can be used to help show both the posi-
tive and negative aspects of aging.

We have come to the conclusion that
measures of dependency are needed as well
as measures of functional limitation,
since health objectives for the elderly
tend to be stated in terms of indepen-
dence and autonomy, rather than in terms
of the absence of disease or impairment.
On the other hand, very broad measures of
limitations in major activities have
proved too vague and ill-defined when ap-
plied to retired persons.

In respect to data requirements, we
have learned the importance of starting
with rates which describe the health or
disability status of the entire popula-
tion, including persons living in health-
related institutions. Household surveys
alone are not adequate for health ex-
pectancy calculations.

When longitudinal data are to be
used, and the results are intended to
represent the health expectancy of the
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entire population, then it is necessary
to include institutional residents in the
initial cohort. Otherwise, the results
will continue to reflect the relatively
better health of the household popula-
tion, even though later waves of the sur-
vey may include persons who have become
institutional residents.

If institutional residents are not
included in health and disability sur-
veys, then compatible data from other
sources are required for the institu-
tional population. The institutional
population should include persons in all
kinds of residential care facilities;
however classified for administrative
purposes. Many elderly persons live in
residential care facilities other than
nursing homes, and these must be included
as part of the health-related institu-
tional population. Ideally, the same set
of socioeconomic variables available for
the household population should also be
available for ,the institutional popula-
tion.

For evaluating the extent of
socioeconomic and regional differentials
in health expectancy, in the foreseeable
future it will probably continue to be
necessary to have recourse to cross-
sectional data in order to obtain ade-
quate sample size for each group.

Survey data typically capture all of
the main socioeconomic variables of in-
terest, but corresponding life tables are
also required by variables such as in-
come, education, occupation, community
size and urban and rural regions.

Selective sampling based on dis-
ability screening questions has proved to
be efficient and cost effective. Our
post censal surveys now include the 1986
and 1991 HALS, and the 1991 Aboriginal
Peoples Survey.

Acknowledgement

The research on which this paper is based
was supported by Health and Welfare Cana-
da and Statistics Canada.

References

1. Wilkins R. La distribution de
l'esperance  de vie parmi les differents
&tats de Sante: composantes, methodes  de
calcul, et resultats pour le Quebec,
1978. Cahiers quebecois de dimographie
1982;11(2):253-274.

2. Wilkins R, Adams 0. Health Ex-
pectancy in Canada, Late 1970s: Demo-
graphic, Regional and Social Dimensions.
American Journal of Public Health 1983;
73(9): 1073-1080.

3. Dillard S. Duree ou qualite de vie?
Conseil des affaires sociales et de la
famille: Collection "La Sante des
QuBbecois.tt  Quebec: Editeur officiel du
Quebec;1983.

4. Robine JM, Blanchet M, Dowd JE, eds.
Health Expectancy. First Workshop of the
International Healthy Life Expectancy
Network (REVES). Office of Population
Censuses and Surveys (OPCS), Studies on
Medical and Population Subjects, No. 54.
London: HMSO;1992.

5. Adams 0, Wilkins R. Development of
Health Expectancy Indicators: Meeting of
the International Network on Heath Ex-
pectancy (REVES). Health Reports 1992:
4(1):67-72.

6. Robine JM, Mathers CD, Bone MR,
Romieu I, eds. Calculation of health ex-
pectancies: harmonization, consensus
achieved and future perspectives. Paris/
Montrouge: Colloques INSERM/John Libbey
Eurotextil993.

7. Colvez A, Blanchet M, Lamarche P.
Quebec planner's choice of health promo-
tion indicators. In: Abelin T,
Brzezinski BJ, Carstairs VD, eds.,,
Measurement in health promotion and pro-
tection. WHO Regional Publications,
European Series, No. 22. Copenhagen:
World Health Organization Regional Office
for Europe, 1987:480-494.

8. Brunelle Y, Rochon M. Limites,
avantages et utilisation des EVSI dans le
contexte  actuel des systemes de soins.
Cahiers quebecois de demographic 1991;
20(2):405-437.

9. Brunelle Y, Rochon M, Saucier A,
Robine JM. Understanding changes in
health status. In: Robine, Mathers,  et
al., [Ref. 6];1993:287-308.

10. Robichaud JB. Qbjectif 2000: vivre
en Sante en franqais au Nouveau-Bruns-
wick. Moncton: Editions d'Acadie;l985.

11. Wilkins R. Health Expectancy by Lo-
cal Area in Montreal. Canadian Journal
of Public Health 1986;77:216-220.

12. Wilkins R, Sauvageau Y. Incapacite.
Chapter 8 in Emond A, Guyon L, et al.,
eds., Et la Sante, ca va? Rapport de
l'enquete Sante Quebec 1987. Quebec:
Les Publications du Quebec;1988:175-192.

13. Wilkins, R. Health Expectancy in
Quebec, 1987. In: Robine, Blanchet,
Dowd, [Ref. 4];1991:41-52.

165



14. Lafontaine P, Pampalon R, Rochon M.
L'esperance de vie sans incapacite en
region au Quebec en 1987. Cahiers
quObecois de demographie 1991;20(2):383-
403.

15. Wilkins R. L'Esperance  de vie en
Sante au Quebec et au Canada en 1986.
Cahiers quebecois  de demographic  1991;
20(2):367-382.

16. Berthelot JM, Roberge R, Wolfson  MC.
The calculation of health-adjusted life
expectancy for a Canadian province using
a multi-attribute utility function: a
first attempt. In: Robine, Mathers et
al., [Ref. 6];1993:161-172.

17. Reynolds DL, Torrance GW, Badley E,
Bennett KJ, Chambers LW, Goldsmith CH,
Tugwell P, Modelling the reduction in
quality of life from musculoskeletal dis-
eases: arthritis. Paper presented to the
5th Meeting of the International Network
on Health Expectancy, Ottawa, February
1992. (REVES Paper No. 84)

18. Walker J, McCall MA, Wilkins R,
Corey P, Stirling P. Life expectancy in
a disabled population. In: Robine,
Mathers  et al., [Ref. 6];1993:245-253.

19. Torrance GW. Health status index
models: a unified mathematical view.
Management Science 1976;22:990-1001.

20. Torrance GW. Years of healthy life:
concept, aliases, weights and applica-
tions. Paper presented to the NCHS Work-
shop on Measuring Years of Healthy Life,
Washington, D.C.; 3-5 February 1993.

21. Wilkins R, Adams OB. Quality-
adjusted life expectancy: weighting of
expected years in each state of health.
In: Robine, Blanchet, Dowd, [Ref. 41;
1992:71-74.

22. Wolfson MC. PQHEM - A framework for
understanding and modelling the health of
human populations. Analytical Studies
Branch, Research Paper No. 34, Statistics
Canada, Ottawa;l991.

24. Wilkins R, Adams OB. Changes in the
healthfulness of life of the elderly pop-
ulation: an empirical approach. Revue
d'kpiddmiologie  et de Sante publique
1987;35(3-4):225-235.

25. Wilkins R, Adams OB. Health ex-
pectancy trends in Canada, 1951-1986.
In: Robine, Blanchet, Dowd, [Ref. 41,
1992:109-112.

26. Qiao ZK, Wilkins R, Yang M, Lan Y,
Chen X, Xu Y, Ng E. Health expectancy of
adults in Xichang, China, 1990: autonomy
in various activities of daily living.
In: Robine, Mathers et al., [Ref. 63;
1993:359-370.

27. Newman SC. A Markov process inter-
pretation of Sullivan's index of mor-
bidity and mortality. Stat Med 1988;
7:787-794.

28. Newman SC. The analysis of hospital
morbidity: data using life table meth-
ods. Canadian Journal of Public Health
1988;79:45-48.

29. Wilkins R, Adams OB. Health Ex-
pectancy in Canada, 1986. In: Robine,
Blanchet, Dowd, [Ref. 4];1992:57-60.

30. Lamb VL. Measuring health ex-
pectancy in Canada: an empirical assess-
ment using the 1985 Canadian General So-
cial Survey. Paper presented at the An-
nual Meeting of the American Sociological
Association, Washington, D.C.; August
1990.

31. McDowell, Ian. A disability score
for the Health and Activity Limitation
Survey [for adults in the household
population]. Ottawa: Disability Datat-
base Program, Statistics Canada: July 8,
1988.

32. Brodeur, Marie. Severity score for
adult residents of institutions. Health
and Activity Limitation Survey. Ottawa:
Disability Database Program, Statistics
Canada: October 28, 1988.

23. Wolfson MC, Manton KG. A review of
models of population health expectancy:
A microsimulation perspective. Analyti-
cal Studies Branch, Research Paper No.
45, Statistics Canada, Ottawa: 1992.

166



COMPRESSION OF DISABILXY: EVIDENCE FROM THE NATIONAL LONG TERM CARE SuRvEys

Larry S. Corder, Duke University

This paper briefly reports on the characteristics
of the National Long Term Care Surveys (1982, 1984,
and 1989), the policy uses to which the studies may
be put, and their application to the study of
compressionof disability, morbidity, andmortality.
Additional materials are available through the
Center forDemographic Studiesat Dukeuniversityand
through the National Technical Information Service
where public use data files for 1982 and 1984
currentlyresideandtheUniversityofMichiganwhere
the 1989 study resides.

I willnowbriefly review the background, design,
content, and policy uses to which these studies may
be put. In the recent past, few multi-year
longitudinalstudiesoftheagedpopulationhavebeen
conducted to represent the United States. The only
other studies currently available that fit this
description are National Nursing Home Survey (NNHS)~
and Longitudinal Supplement on Aging (LSOA).
Recognizingthatchanges inlongevityandthepattern
of chronic disease'directly impacts the type and
volume of expenditures for health care, several
federal?gencies sponsored the Long TermCare  Survey
in 1982 and 1984. The 1989 survey is funded by an
NIA grant. Additional support was provided by ASPS
for an informalcaregiver survey as well as a follow-
on to the institutional sample component. Also,
HCFA's support was instrumental in the development
of the survey sample frame. Figure 1 illustrates the
changesinhealthstateanduseof servicesovertime.
Figure 2 illustrates the distribution of functional
states in a survival curve partitioned by morbid
state and Figure 3 illustrates level of care and
functional level in a survival curve on an idealized
basis where partitioning under the survival curve is
represented. However, nodata sourceavailable.prior
tothedevelopmentofthe LongTermCare Surveyallows
the analyst to actually estimate the previous two
basic charts of the aged population's medical care
use, disability and disease with multi-year
longitudinal data for a cohort of older.persons.
Rather, what we have had in the past have beenmodels
(i.e., Figure 4) based on cross-sectional surveys of
noninstitutionalized persons' use of acute care
services. Such models clearly require expansion to
include institutionalized persons' long term care
services, improved methods of measuring health
status and noninstitutionalized persons use of home
health services and associated expenditure. We, in
fact, believethatthe Long TermCare Surveys provide
aresourcethatmeetsa substantialpartofthatneed.
First, we follow a national sample cohort of aged
persons over many years (7) with plans to continue
to follow them in 1994. Second, we develop cross-
sectional estimates for each survey year. Third, we
cover the entire aged population, e.g., those in the
community and those in nursing homes. Fourth, we
routinely assess these persons' health status and
collect detailed social and economic information
from them. Fifth, we link our study findings to tJle
Medicare files for use of covered medical services,
and for those who die, we will collect their death
certificate. We have also linked our sample to
Medicaid records in states where that is possible
(WEDSTAT).

Medicare files are linked continuously to the

NLTCS from 1982 to the present. They contain basic
information on utilization of covered services,
particularly inpatient services. Theydonot include
institutional or pharmacy services as a rule.

Medicaid files containinfonnationon enrollment,
inpatient services, outpatient services, pharmacy,
and long term care organized into different files.
NLTCS is currently linked to Medicaid data for 26
state in1989, the survey year. Thus, several states
which contain NLTCS primary sampling units are not
represented. Coverage of the states is improving
over time. We expect coverage in excess of 75% of
dollar volume in 1994, the next survey year.

These central survey design elements (a list
sample, oversampling the disabled) provide exactly
the right framework for conducting policy analysis
of aged population issues for both research and
legislative purposes. Specifically, we at Duke
continuetocarryoutpolicyanalyses inasubstantial
numberofpolicyareasusingthe 1982, 1984, and1989
NLTCS. These areas include out-of-pocket payments,
AAPCC,homehealthservices,  agedpopulationmortality,
quality of care, Medicaid spenddown and spousal
impoverishment, estimation of financial liability
for Medicare services vis forecasting, the risk of
institutionalization, and Active Life Expectation
(ALE). We are using the LTC Surveys because 1) we
have a survey that follows persons over time when
benefits have changed, e.g., 1982 marked the
introduction of DRGs, 2) the survey collects data
that is not available from Medicare files thus
complementing that resource. Specifically, for
covered services, you don't have to expend resources
on data collection activities, 3) the Medicare
enrolled list sample approach provides excellent
population coverage. Further, it is less expensive
than the alternative-area probability sampling
approach and differentiates the Medicare population
by disability status in the first sample stage. This
design featureisparticularlyrelevanttolegislation
which focuses on disability as an entitlement
criterion, thus expanding the utility of HCFA
administrative data as a policy tool, and 4) the
surveyprovidesanexcellentsurveydesign, including
record linkage, to evaluate the impact of changes in
the Medicare program at low cost.

The design of the Long Term Care Surveys has been
fairly stable overtime. It is difficult to describe
this complex survey in a brief fashion. A detailed
presentation is available in Manton,  Corder, and
Stallard (1993a). Its important to remember that in
each year 1982, 1984, and 1989 we are simultaneously
following a longitudinal cohort of aged persons
replenished at younger ages, but also are developing
estimates of important characteristics of the aged
population for the survey year. Thus, each sample
has longitudinalandcross-sectional components. By
examining Figure 5 it is possibletotracethe status
of each sample person from the beginning of the study
until the.most recent survey. you should note that
this figure is reproduced and updated from Corder,
Woodbury,  andManton (1993). Briefly, therespondent
universe,is  the elderly (over 65 years of age). This
universe comes from the Medicare files for the aged
beneficiaries included in the health insurance
master file, e.g., a list sample. Prior to any
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subsampling, the sample is drawn in such a way to
ensure proper representation of the agedpersons who
were previously disabled. Stratification of the
sample by these two factors --age group andoriginal
reason for entitlementprovidesthis representation.
Note at this point, that the Bureau of%he Census
carries out the samplinganddata collection for each
of the Long Term Care Surveys. The basic components
of the sample are illustrated in the columns of boxes
in Figure 5. you should note that by focusing on the
aged in generaland in the disabled aged, bothinthe
community and in institutions, the long term care
surveysare abletoachievelarge sample sizes ofhigh
risk populations at relatively low cost. The next
table lays out how our periods of survey observation
overlap with data available formMedicare  Part A and
death certificates which may be overlayed with PPS
installation (discussion-itsexcitingamultifaceted
natural experiment). (Figure 6) The next figure
(Figure 7). characteristics of the United States
cross-sectional Surveys, provides some summary
detail on the other available studies that either in
whole or in part, represent the aged population in
the United States in recent years (CorderandManton,
1991). Among them, only NMES has conducted Medicaid
to a survey data file linkage. Abrief reviewof the
table illustrates that the medial utilization
studies are multipurpose studies which cannot
heavily represent the aged and cover the entire
population while only the most recent study covers
the nursing home population. Only LTC studies
concentrate on the aged in the community and in
institutions. In short, by narrowly addressing the
needs of aging research and policy formulation LTC
has become a very useful data base particularly for
aged persons in the community at risk of intense
serviceuse/institutionalizationandtheoldestold.
However, note that the NNBS covers the institutional
populationwithrelatively large samples andthe SOA-
LSOA, which are based on the NBIS sample frame cover
the healthy older population which the LTC doesn't
attempt. In fact, the emphasesinthesethreestudies
coordinate well.

We believe that the LTC survey is the appropriate
vehicle for evaluating the impact of Medicare
legislation in particular and health legislation in
general while it remains a primary source for
charting disability change among cohorts of aged
persons. The effect of spending down to Medicaid,
continuing shifts from inpatient to outpatient
serviceuse, changingpatterns ofhomehealthuseand
institutional stay patterns are available for
examination because the cohort study and the
instruments are in place to study these areas as we
speak. Further, tne LTC with its emphasis on
functional assessment over time is an excellent
vehicle for projecting service needs of the aged and
associated expenditures under various financing and
active life expectation scenarios.

Quite naturally, there has been substantial
continuity in the content of the information
collected over the three studies. Indeed, our
predilection has been to err on the side of
replication of questionnaire batteries over the
survey years. Our view has been to address changing
data needs by adding questionnaire batteries or
supplementswhentheyhavebeenneeded. In the survey
process, persons who are not disabled complete a
screeningquestionnaireonly. Thisbasicinformation
and linkable-file data are available for this group.
Persons who are disabled or functionally impaired

while living in the community receive a lengthy in
person questionnaire which exceeds one hour on
average. It is divided into sections. The longest
concerns functional status (ADL, IAUL), impairment
and medical conditions. The second section asks a
battery of questions concerning other functioning,
informal caregivers, and social networks. The third
sectionasksquestionsabouthousingandneighborhood
characteristics while the fourth asks some general
health insurance coverage questions. The fifth
section asks aboutmedicalprovider andprescription
medicines while Section 6 is a cognitive functioning
battery. Thelastsectionelicitsavarietyofsocial
andeconomicdataincludingdetailedincomeandasset
information for 1989. Persons found to be in
institutions receive a shorter questionnaire
(reinterviewedata six-monthintervalin1989) which
includes a section on cognitive functioning, AUL,
IAUL, admission to health facilities and source of
payment and detailed income and assets. The
questionnaireendswithasectiononthecharacteristics
of the institution. Last, in 1982 and 1989 the
communityquestionnairewasusedtoidentifyinformal
caregivers and conduct an interviewwith a sample of
them. In 1989, this activity is carried outwiththe
main caregiver. We ask about the amount and kinds
of help provided in great detail, help from others
that the provider knows about, problems encountered
in providing help, and the caregiver's living and
work arrangements as well as caregiver personal
characteristics. The interview lasts about 30
minutes. No questions are asked about deceased
persons either from providers or relatives. We
believe that we have a unique resource to report on
problems with people becoming impoverished through
institutionalization (6 months) and characteristics
oftheinformalcaregiverandthe serviceswhichthey
provide these data should directly address respite
care legislation. In addition, this resource allows
us to examine issues aboutolderpersons andMedicaid
in detail.
Analyses

Next, webrieflyreviewtheevidence forcompression
of disability in the NLTCS based on recently
publisheddata (Manton, Corder, and Stallard, 1993a,
b). Evidence from our longitudinal analyses which
indicates compression of disability has occurred in
the context of mortality decline (NCHS, 1991).
However, in order to properly examine the behavior
of interest, concepts of mortality, morbidity,
disability and date of onset should be introduced.
First, it is arguable that the NLTCS collects
information in the form of AULs and IADLs that
represent the underlying etiology of disease in a
population. As the disease progresses from date on
onset, it expresses itselfthroughmorbidityandthen
disability (functional limitation). (Figures 2 and
3) That is, we think morbidity and functional
limitation reports for a population are closely tied
(Manton,  Corder, and Stallard, 1993a). Therefore,
a change in the date of onset and/or a change in the
lifeexpectationcouldaffectthedegreeofcompression
of disability in a life table context (Fries, 1989).
Further, date of onset as well as persistence in
disability state are important concerns for the
calculation of active life expectancy (ALE) (Manton,
Corder, and Stallard, 199313).

In order to fit our discussion more completely
into the life expectancy context, mortality,
disability, and morbidity compression trends are
discussed separately. Mortality compression is
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characterized by stalling of life expectation at a
round a spectic age, say age 85, accompanied by
reduction in the variance at age at death. This
'squaring' of the survival curve is no't being
observed. Rather, current evidence from France,
Sweden and the United States indicate increasing
expectation of life at older ages. While we can
speculate about the future,' overall, the survival
curveappearstobeshiftingtotheright. Compression
of disability can occur withmortality. In fact, we
expect a .strong relation between disability and
mortality declines.

When disability compression is considered,
questions cometomind. First, given increasing life
expectation, how will those additional person years
beppent? Second, can we observe changes in the date
of disease onset as it is expressed in morbidity.
Third, what is happening to the persistence of
person's in health states, e.g., how long does a
personhaveamild fonnofadiseasebeforeitbecomes
more severe). Our recent paper shows an overall
decline in disability across ages and increased
persistence in health states (Manton, Corder and
Stallard, 1993a) we believe this decline is linked
to treatment (period) andeducation (cohort) effects
as well as the strong relationbetween mortality and
disability in the data. Next, morbidity compression
should be examined in the context of functional
limitation as the concrete expression of morbidity.
However, intervention can alter, probably has
alteredtherelationshipbetween functional limitation
and morbidity as it is reported. Specifically,
reportofadiseasemaynotmanifest itselfasquickly
in functional limitation prior to development of an
intervention.

With the above relationships in mind, our recent
research clearly shows declines in disability among
the aged in recent years. These declines are more
or less consistent across functional limitations
levels and age categories. Table 1 presents basic
information on longitudinal change in disability.
The table shows institutional counts are stable over
time while accurately accounting for stock and flow
issues. Clearly, if period datawere  used, ALEwould
increaseovertheperiodsrepresentedhere. Further,
carefulworkwhich is presented inManton,  Corder and
Stallard (1993a) clearly indicates that persistence
instatehasincreasedovertime. Table2 illustrates
the finding, which also directly influence certain
ALE estimates. I should also note that it is clear
that part of the decline in chronic disability

incidence for nondisabled persons is -hidden- by
increased survival, and prevalence of disabled
persons.
conclusion

Our 'evidence supports the notion of.disability
compression in the context of increased life
expectation. Further, persistence in health state
has improvedandonsetofdisabilitymayhave shifted
tolateryears. However, theseresultsdonotsuggest
that recent projections of the increased need for
services associated with the growth of the aged
population may be ignored. Rather they suggestthat-
years of disabled life are not increasing as rapidly
as life expectation.
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Figure 6

Observational Plan
Medicare Part A (continuous follow-up)

Mortality follow-up (N-10,000)
Corn  letion of

System Start Regiona  AdjustmentP
October 1983 Death Certificates October 1987

I
1980 re-call olt N.H. PSI

July 1982

I
t

PPS re-call on N.H. us* 1989
Phased  in

July 1984 August 1988

-NLTC Survey
-Status of non-disabled
-Caregiver’s Survey

-NLTC Community Survey
-NLTC  Institutional Survey
-Deceased Survey
-Status of non-disabled

-NLTC  Community Surrey
-NLTC  Institutional Survey

1) Data on “state”  of person at the three wwcs  ax. multi-dimensional and involves both multiple
functional and medical conditions.

2) Data on service use and mortality are continuous with exact dates and with associated diagnostic
data (e.g., hospital diagnoses -post October, 1983; multiple medical conditions and service use)

3) State can be expanded to include prior state characteristics (e.g., hospitalization or N.H. use in
prior 12 months, Short Portable Mental Status Questiommire)

4) There are special one time surveys (e.g., caregivefs  help with cognitive assessments; deceased
survey)

Figure 7: Characteristics of the United States Repeated Cross Sectional  Surveys
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gable  1.  ‘me 1982.1~4, and 1989 Prwa~ea~  of Clronlc Didiity  ia d?e  U.S. Elderly  Popuiatioa
EdiwdedfmmtJxJ982.1984.andJ989NL~

Disability
Level 1982
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1984 I989

1984-J989CIwge
wJthS.E.~dttst
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(Ap Standwdii)
with  S.E and t-T&

NWiiWbled 20.54,OOO 21,403.m 23.906.ooO

% (S.E.) 76.3 (* .30) (i .29) (* .30)

N (11,612) (J4097) (17.006)
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%(S.E.)

1,434,wxl
5.3(i.16)

1.360,ooO
4.4 (i .14)

(975)

1.ZADb
% (SB.)
N

1,74o,rmO
6.5 (i.17)

@SW

1.831wJ
65(*.17)

(1.778)

1,993.Ooo
6.5 (zt t17)

(1.429)

3.4ADh
% (SE)
N

732,ooo
2.7(*.11)

(831)

797,OcQ
2.8Ci.11)

(813)

J.079poo
3.5(i.13)

074)

5-6ADLs
% (SE.)
N

937,ooo
3.5(i.l3)

(1.027)
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3.1 4.12)

(926)

848,mo
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(60s)

Jnstitutional
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N

1.53zzMy,
5.7(f.J6)

11,992)

2w24w
(19.142)

1.538,~
5.5 (k .16)

(1,773~

1,6SnaO
5.5 (i.16)

(1.35+

Total Population
N

28.042,ooO
(20,474)

3o,871.030
(22.146)

Dead in Interval

Agein  loten’cd

-

-

2,7OS,ooO 7,274.ooo

3.841,WO JO.J23,otM

+l.l%
(i 0.42; t = 26)

-1.3%
(* .21: t = -6.2)

0%
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source:  Mantoo.  Corder and  Stnllard.  19933

Table 2: Two-Year  ChuSs  in hxtioaal  St&us  in the U.S. Elderly  Popllstio~  (% Distributioo):
ktimats  hum  !beJ982,1984, and 1989 NLTCS

DiiabiJity  Level Noadisabled JADb only J-2 ADLS 34ADls 5-6ADLs Jr&utJonal Dead

Nondisabled
1982-1984
Mortality Adjusted
1984- 1989
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IADLs  only
1982-1984
Mm-talky  Adjusted
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1982-1984
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1982-1984
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3.4 3.2 1.1 0.9 1.2 4.9
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2.4 2 5 .9 .8 1.3 5.7
2.5 2 6 .9 .9 1.4 ._-

16.7
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7.5
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23.2 6.3 6.4 8.2 ___
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229 4.8 5.2 6.5 _-.

JO.6 12.5
13.3 15.7
3.4 s.5
4.2 6.8

3.4 4.0 17.7
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1.1
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.4

.7
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.2
.3
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1.3 3.9 6.0
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2.0 2 6 2.7 2.3

.5 .9 A .8

.8 1.5 .6 1.2

11.0
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IS.8

6.8 a1 WS
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5.0 9.9 ___

18.3 9.0 2S.5
25.6 125 __.
11.1 8.9 229
14.4 J 1.6 ___
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14. I _.-
7.6 39.2

I25 -.-

36.5
.__
38.1
___

Source: Mantoo,  Cm-da and  StalJetd,  1993a
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COMPRESSION OF DISABILITY? RESULTS FROM THE ESTABLISHED
POPULATIONS FOR EPIDEMIOLOGIC STUDIES OF THE ELDERLY

Marcel E. Salive, National Institute on Aging, NIH
Jack M. Guralnik

This paper discusses findings from
the Established Populations for
Epidemiologic Studies of the Elderly
(EPESE) that relate to the development Qf
limitations in activities of daily living
(ADL) in the years before death. In
particular it addresses the question: How
are the person-years of disability
suffered by the older population
distributed in relation to subsequent
death? This may have significant
implications for the compression of
disability in the older population.

Compression of disability in this
context is synonymous with compression of
morbidity. Fries' defined compression of
morbidity as the extension of active life
expectancy and the compression of
disability, which may imply that
disability begins closer and closer to the
time of death.

Active Life Exoectancv
Active life expectancy, a measure of

health expectancy, is defined as the
average number of years of remaining life
which is disability-free that is expected
by an individual of a
Branch et al2

specific age.
expanded the analysis of

active life expectancy through the use of
an increment-decrement life table. The
computations, which require longitudinal
data, take into account the transitions to
and from disability and to death.
Studying the EPESE populations, Branch et
al2 demonstrated only slight differences
between the three communities in health
expectancy. Compared to men of the same
aoes, women have
percentacres  of

approximately
remaining

equal
years - of

dependency, but given their longer life
expectancy; this- is accompanied by a
greater absolute number of years of
dependency.

Recently, Guralnik and others3
examined life expectancy and active life
expectancy for men and women age 65 and
older in the North Carolina EPESE
population according to race and
educational attainment. The authors
concluded that higher education is
associated with longer lives and longer
active life expectancy. Although
computations that employ increment-
decrement life tables do take into account
the transitions to and from disability and
to death, the results are frequently shown
schematically in a picture which suggests
that all the years of disability occur in
the last years of life. This is not true
for many individuals.
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Disability orior to death
Unpublished data from the National

Institute on Aging's Survey of the Last
Days of Life,4 which is similar to the
National Center for Health Statistics
Mortality Followback Survey,5  show that
the prevalence of ADL disability increases
dramatically as death approaches, with a
prevalence of disability greater than 50%
in the last month of life in some age and
sex groups. This study was limited to
decedents, however, and this does not
permit comparison with persons of a
comparable age who did not die. From a
prevention perspective, the disability
immediately prior to death may be "harder"
and less amenable to prevention or
rehabilitation.

Another EPESE study that focused on
physical function in the years prior to
death found that the prevalence of ADL
disability increased with aging and with
approaching death and that decedents had
higher rates than survivors.6*7
Disability rates prior to death increased
with increasing age at death in this study
and the Last Days of Life Survey.

Therefore, it has been demonstrated
that the prevalence of disability
increases in the years just prior to
death, but there have been no studies that
estimate the proportion of all person-
years of disability in the older
population that occur in each of the years
prior to death.

Obiectives
The objectives of the study were

twofold. First, to examine the
development of physical limitations in the
years before death in a population of
older adults, and second, to partition the
total person-years of disability suffered
by the older population according to the
timing of the disability relative to
subsequent death.

Studv oooulation
The EPESE is a collaborative multi-

center longitudinal study of older men and
women, which was initiated and funded by
the National Institute on Aging.
Beginning in 1982, men and women age 65
and older were enrolled at three sites:
East Boston, New Haven, and Iowa and
Washington counties. Over 10,000 persons,
between 80 and a4 percent of eligible
community residents completed baseline
interviews with trained lay interviewers.

Surviving participants were re-
interviewed annually for up to six years.
The followup  response rates exceeded 95
percent in each community. The last



contact was in 1988-89 but to further
increase the cohort duration, we used
mortality followup through 1990 via the
National Death Index. This resulted in
over 54,000 person-years of observation
for the cohort.

Activities of dailv livinq
Every year the interviewer asked

about the ability to perform six
activities of daily living: walking,
bathing, dressing, transferring from bed
to chair, toileting, and eating.an9
Limitations in any ADL were defined as
inability to perform the task or requiring
help from another person.

Using the activities of daily living
at each interview, the interview dates,
and the relation of the interview with the
date of death (obtained from the death
certificate or a proxy) a matrix could be
defined where the element was the
disability prevalence, using single year
of age and single year before death.
Separate matrices were produced for men
and women. Data for each element came
from all times throughout the study. For
example, any person at any time in the
study who was age 70 years and destined to
die within one to two years contributed
disability data to the element, "age 70,
l-2 years prior to death."

Statistical Methods
These data were employed in gender-

specific life tables to estimate the
distribution of person-years of disability
suffered by the older population according
to the timing of the disability relative
to subsequent death. Starting with a
hypothetical cohort of 100,000 adults age
65 years, the cohort was "aged" until
extinction, using national death rates
from101979-81 according to single year of
age. Person-years for the hypothetical
cohort were computed and divided according
to the number of years before death. If
1X represents the number alive at the
beginning of the interval, the number
dying, "dx is computed by multiplying 1, by
q,, the probability of death in a one-year
period. The person-years of the cohort
were partitioned according to the time
until death (e.g. one year until death,
two years, etc.) by bringing the person-
years across and up a diagonal path. An
assumption was made that people on average
lived halfway through the final year. To
determine person-years of disability
according to both age and years until
death we multiplied the disability rates
by the number of person years for each
cell of the life-table analysis. Then the
person-years of disability were summed for
the entire cohort according to years until
death, and the proportion of disability in
each year before death was computed.

Results
The proportion of participants at a

given age who were disabled rose as death
neared (see Figure for an example of data
for women). The proportion with ADL
limitations was higher in older persons
and women.

Among women, the largest proportion
of disability-years are expected in the
period more than five years before death,
which accounted for nearly half of the
years of disability (Table). About ten
percent of the disability-years occur in
each of the five years prior to death.
Among men, a higher percentage of
disability-years are closer to death.
Still, 40% of the disability-years do
occur more than five years before death.

Stratifying these data according to
age at death, it is clear that among
younger deaths, an even larger fraction of
the disability-years occur far from death
(data not shown). Deaths at the oldest
ages, however, have a greater percentage
of disability years immediately proximate
to death.

Table. Proportion of person-years of
disability in relation to subsequent death
according to gender.

Percentoftotaldisability-years
Years

before death Men Women
<l 11.5 9.1
l-2 16.6 12.9
2-3 12.4 11.2
3-4 10.3 9.6
4-5 8.4 8.5
>5 40.7 48.8

Discussion
Several conclusions can be drawn from

the EPESE studies that apply to the
distribution of disability in older
populations. First, the majority of
person-years of disability in older adults
occurs several years before death.
Second, preventive interventions that
target ADLs will have their greatest
impact several years prior to death.
These years may be more amenable to
prevention of disability to
rehabilitation of existing dis%lity.
Understanding the etiology of physical
impairment and the pathway from disease to
disability to death will be important in
achieving national goals for an increased
span of healthy life." If present
trends of declining mortality persist,
even greater reductions in disability will
be necessary to produce a compression of
morbidity as people die at older ages,
where there is a greater disability prior
to death.

Census bureau projections of life
expectancy suggest a continued mild to
moderate rise into the 21" century."
This has significant implications, for the
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age distribution of deaths among older
women would change over time. The
proportion of deaths over age 85 years is
projected to climb from 45% in 1980 to 62%
in the year 2040.

There is good news in our results.
If our results had shown that most of the
disability were those years immediately
prior to death, this would be a grim
picture, because this disability is the
hardest to reduce. But since we found
that the majority of years of disability
occur more than five years prior to death,
society has a real opportunity to
intervene and decrease these years of
disability.

Data needs
There are a number of data needs that

will enable an accurate assessment of the
compression of morbidity in the future.
only consistent longitudinal studies will
provide data that can be analyzed for
evidence of a compression of morbidity.
Other concerns fall into two general
areas: measurement and methods.
Yo8surement  of Disability
0 Validity of the disability measures
is critical, so that we can know if a
change in the prevalence of ADLs over time
is real or an artifact.13

a Stability over time is a validity
issue--if there is drift, this could
compromise measurement of compression of
morbidity.
l Is there a bias by educational
attainment  that might affect the reporting
of ADL limitations? Secular changes are
occurring in the educational levels of the
older population that might then affect
reported levels of disability.
0 Use of compensatory strategies might
affect the measurement of disability. For
example, if new devices are developed that
can compensate for activities that
previously required human assistance, this
might result in a change in the definition
of what is a particular ADL disability and
a consequent change in prevalence rates.
0 A system is needed to measure
severity of disability, to evaluate
whether there might be a change in
severity in conjunction with either change

stability in
disability.

the prevalence of

Statistioal Nethods
a A standard approach is needed for
computation of active life expectancy. To
date, all published papers have used
different methods.
l Methods are needed to account for
severity of disability in the computations
of active life expectancy.
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CLOSING GAPS IN HEALTH & HEALTH CARE: IMPROVED DATA FOR A NEW HEALTH SYSTEM

David Mechanic,

Closing inequalities will be high on
the Nation's future health care agenda.
This requires good information on
disparities and their underlying causes.
At the most basic level we seek to monitor
whether the health resources of the nation
are equally accessible to varying
categories of our population. Do persons
who vary by age, sex, income, education,
geography, color, or ethnicity have
comparable access not only to basic
preventive, physician and hospital
services but also to specialized care of
a variety of types? This question, of
course, is only a rough proxy for the more
meaningful question of whether the finite
resources available are distributed in
relationship to need as measured by
existing patterns of morbidity,
disability, and mortality. The latter
question is more difficult than the
descriptive question concerning utili-
zation patterns because it embodies
ass.umptions  and values that are not fully
shared.

The challenges go beyond such issues
because our goal is the improvement of
health and not simply access to services.

.fF_ In improving health, we seek to identify
high risk groups who fail to achieve
health outcomes comparable to the popula-
tion as a whole and to intervene to
achieve greater parity in health status.'
This requires meaningful markers that
identify risk categories that can serve as
a focus for special health initiatives.

Certain markers have become conven-
tional for data collection agencies. No
reputable data collection effort would
fail to acquire information on sex, age,
or education and most make some effort to
measure income, household arrangements,
and marital status, color, and ethnicity.
Age and sex, which are simultaneously
important biological and social indica-
tors, are of acceptable reliability
although there are various distortions in
reporting when people seek to present
themselves in ways they regard as socially
acceptable or personally advantageous, or
heap their ages at the nearest 5 or IO.
As one considers other sociodemographic
characteristics such as color and eth-,
nicity, the problems of measurement
multiply and the meaning of the categories
themselves is more vague and uncertain.

In the objectives for the year 2000,
a range of descriptors is used to charac-
terize disparities and health objectives:
for example, the objectives use categories
such as Blacks, Hispanics, single parents,
education, blue collar, Southeast Asian,
people without insurance, education, etc.
Are these to be regarded as factors impor-
tant in and of themselves, like age and
sex, or are they more to be viewed as

Rutgers University

proxies for a variety of disadvantages
that have a more proximal relationship to
the health outcomes of concern? To the
extent we can identify and measure the
proximal factors, we are in a much stron-
ger position to efficiently address the
sources of health difficulties. Even
large statistical differences among major
population aggregates are difficult to
address from the point of view of pre-
vention and remediation because most
people in each of the groups will not be
at risk, and thus, interventions are very
expensive. As we become clear about the
nature of the underlying risk, we can
target our efforts more specifically, and,
thus, in a more cost-effective way.

Race and Ethnic Classification

Federalstatisticalagencies function
under OMB Directive Number 15 which sets
standards for race and ethnic classifica-
tions. The difficulty with these classi-'
fications  is that they reflect political
pressures and compromise as much as
scientific criteria and are limited for
subclassifying groups in a manner most
informative for health or other social
concerns. As counts of varying categories
become relevant for financial and politi-
cal reasons, individuals who ordinarily
would not identify themselves in particu-
lar ways, and whose behavior and risks are
little influenced by these identifica-
tions, may begin to do so.

One such problematic category is the
Hispanic identifier which has attained
increasing importance in reporting health
statistics. Although Directive 15 allows,
and the U.S. census collects, information
that differentiates Mexican, Puerto Rican,
Cuban and other Spanish/Hispanic groups,
most health surveys and health records
collect no more, or make possible no
smaller disaggregations, than the category
"Hispanic." Recent recommendations, for
example, from the National Committee on
Vital and Health Statistics and the Inter-
agency Task Force on a Uniform Ambulatory
Care Data Seth require no specifications
beyond the designation of whether a person
is of Hispanic origin. This is a designa-
tion of limited meaning that merges and
confuses sociological differences likely
to affect important social and health
indicators. The term encompasses an
extraordinary range of cultures, social
conditions, and health practices. Average
family income among Puerto Ricans, for
example, is some 40% lower than among
Cubans. While Mexicans receive less
economic returns on their educations than
the general population, Cubans do better
than average.3 As Alejandro Portes, one
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of our nation's most distinguished
students of ethnic influences, puts it:

The immigration flows that cre-
ated the "Hispanic" population
originated overwhelmingly in
Latin America, but this is a
tenuous common denominator.
For centuries, Colombians and
Venezuelans, Peruvians and Ecu-
adoreans, Chileans and Argen-
tineans have sharpened their
national identity in repeated
confrontations with each other.
Upon arrival to the United
States, they suddenly discover
that they are all Hispanic.
But the label does not dilute
their strong national self-
image; .it simply creates a gulf
between how people see them-
selves and their official des-
ignation. A parallel exists
with the lumping together of
such diverse groups as Vietnam-
ese, Filipinos, Chinese and
Indians under the label
"Asian."  These terms, so care-
lessly tossed about by govern-
ment officials and the media,
do symbolic violence to the
groups so summarily aggregat-
ed.... (PO 39j3

Most of the data we have on disparities in
health depend on classificatory informa-
tion obtained by self-identification or
occasionally by assessments made by treat-
ment personnel or interviewers. Indirect
analyses are also commonly used, as in the
analysis of surnames for the purposes of
inferring ethnicity. Observational and
indirect methods are relatively crude and
subject to large errors resulting from the
difficulties inmaking valid observations,
lack of reliability.among  observers, and,
most importantly, because much of what has
to be measured are not visible character-
istics of the person.

Thus, most of our classifications are
based on self-report and on how people
choose to present themselves. To obtain
valid information, it is essential that
the questions be meaningful to respon-
dents, that they know the answer to the
question, and that they are motivated to
accurately provide the requested informa-
tion. Such terms as Hispanic, Chicano,
Black, African-American, and American
Indian mean varying things to different
people and may not elicit the same
response from one context or occasion to
another. With each succeeding generation,
Americans are less likely to know their
ancestry, to be confused by backgrounds of
parents and grandparents from varying
countries, or to care little about the
issue. Moreover, ancestry is an inherent-
ly confusing indicator. People from
abroad may or may not share much, and

origins from the same country may repre-
sent entirely different life experiences,
habits and behavioral patterns.4 It is
difficult to see how unspecified ethnic
identifiers can serve very usefully to
help us move a health agenda forward.

The data become more Useful as we
focus on narrower subclassifications
because the probability increases that we
get closer to identifying persons more
likely to share a common culture and
perhaps more common behavioral patterns.
But the United States is a highly hetero-
geneous nation, a product of immigration
from all over the world, and except for a
few major classifications we almost never
have adequate samples to reliably describe
the relevant subpopulations. In important
,instances, we canof course have special
surveys as in the Hispanic HANES, or
oversample, but this is expensive once we
get beyond a few major groupings. Even
then, immigrants often come to America
from nations equally heterogeneous and
complex, and the assumption that gross
classifications can be useful is dubious.
Knowing that a person is from India or
China conveys little because of the com-
plex social and cultural structures that
characterize these large and diverse
nations. Ethnicity measurement is an
enormously complex area that serves polit-
ical agendas more than health.' We need
better proxy measures.

Socioeconomic Status Indicators

The single most important proxy,
explaining much if not most of the effects
we attribute to color and ethnicity, is
social class. Social class, in the socio-
logical sense, refers to the social
location of a ,person  in a community's
stratification system and how it affects
prestige, networks of association, and
behavioral patterns as well as material
welfare.6 In mass society, the
consciousness of class may be less
developed or more shielded than in smaller
communities where the social pecking order
is more easily and clearly perceived, but
it nevertheless affects almost every
aspect of human endeavor including most
important health outcomes. Social class
predicts fetal wastage and perinatal
death, infant mortality, developmental
problems, overall mortality andmorbidity,
well-being, and most indices of health
care utilization. No study of health in
general populations can be complete
without careful consideration of the role
of social class.

Americans, of course, like to believe
there are no social classes, and in any
case, we depend. almost completely on
simple indicators as proxies in most
surveys and studies. The major proxies
have been education, income and occupa-
tion, although residence or ecological
areas such as census tracts have been used
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to represent the social homogeneity of
particular neighborhoods that set the
context for daily life. Identifying
health districts in Harlem or neighbor-
hoods in the District of Columbia by
itself can convey a great deal about the
likely risks for children and families and
indices of health and social disorganiza-
tion. It is always suspect to attribute
to individuals the characteristics of
their ecological location and, thus,
whenever possible we seek individual
measures.

Each of the key indicators of social
class, or the more commonly used designa-
tion, socioeconomic status (SES), conveys
somewhat different information. The main
indicators-- education, income, andoccupa-
tion-- are reasonably highly correlated but
each often has an independent predictive
effect in multivariate studies. Research-
ers frequently combine them into a single
index, but we clearly lose important
information by doing so. If social class
is a proxy for how we live, each SES
indicator is a proxy for a somewhat
different dimension of that life. Each
conveys special information, but each also
encompasses certain measurement difficul-
ties.

Education is the indicator used most
frequently, and no competent study of
inequalities would exclude it as a
covariate. It is consistently found to
influence health outcomes. While most
researchers view education as a proxy for
other personal attributes or behaviors,
the effects of education on health cannot
usually be fully explained. Education is
a proxy for such varied influences as
knowledge, cognitive capacity, self-
esteem, self-direction and sense of
mastery. The acquisition of education
selects to some extent for persons with
greater innate abilities and persistence,
but numerous studies also show that among
youth with comparable abilities, those
with better educated parents achieve more
favorable outcomes at every point of the
educational and occupational process.7

Education also provides familiarity
and experience with bureaucracies and
organizational routines. Better educated
persons seem better able to manage the
complex pathways of organizational systems
and get what they need or want. This will
be no small matter as the nation moves to
more tightly organized health care
arrangements, and where access may come to
depend on how persons present symptoms and
their persistence and ingenuity in manag-
ing bureaucratic gatekeepers.

Education is a relatively easy indi-
cator to measure and most surveys simply
seek to identify the number of years of
schooling achieved. Common break points
are high school graduation, some college,
college graduation, and post-college
professional education. Despite the
success of education as an indicator, it's

not clear that we fully capture its impor-
tance with the crude ways we represent it.
American education is a highly diversified
sector ranging greatly in quality and
focus, and the character of education and
its meaning within the culture change over
time. Many Americans are at least partly
educated abroad, and there may be little
comparability or equivalence from one
educational system to another. The meaning
of a high school or college education was
quite different fifty years ago than
today, and every type of educational
experience is confounded by the individual
and social selective processes that bring
people to particular levels and contexts.

My point is not that general surveys
or record systems need to represent this
complexity and subtlety, but that we need
to ask thoughtful questions about the
educational differences we find and the
factors driving these relationships. In
the Year 2000 Objectives, for example,
objective 8.2 seeks to increase the high
school graduation rate to at least 90
percent, "thereby reducing risks for
multiple problem behaviors and poor mental
and physical health."* The goal is a
laudable one and probably worthy on its
own terms, but it encompasses a causal
expectation likely to be incorrect. We
have no good basis for believing that
school retention by itself would alleviate
problems or improve health, and the causal
pattern is more likely to go from problems
and poor health to school dropout. More
likely, both school drop out and poor
health are part of a constellation of
interrelated factors. A carefully thought
out intervention strategy requires knowing
a great deal about the processes underly-
ing the relationships between level of
schooling and these adverse events.

A second major SES indicator is
income. Income is more difficult to
measure than education because of its
complexity as a concept, its many dimen-
sions, and a reluctance in the population
to report income. Do we measure income
simply to represent the potential ability
of an individual or family to access the
necessities and amenities of daily life or
do we also seek to estimate the person's
standing in a hierarchy of prestige,
power, influence and other resources. The
concepts of need and poverty are relative,
not absolute, and what people feel they
need and lack depends in large part on
what others around them have.

If income measurement is an attempt
to represent access to necessities, it
should take into account income in kind
such as food stamps, Medicaid, housing
subsidies, contributions of friends and
relatives, and the like. If access to
material resources is the major consider-
ation, then family income is a more appro-
priate measure than personal income, but
if income is also a proxy for control over
resources, sense of self-worth, and over-
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all well-being the individual measure will
be more informative, and the distinction
between earned and unearned income becomes
relevant. Also, the use of family income
as a measure assumes a reasonable sharing
of income among attached individuals, but
norms about sharing may vary by cultural
group.

Many interesting ways of conceptual-
izing and measuring income are possible
but measurement poses considerable
challenge. Does one ask about weekly,
monthly, or annual earnings and about
before and after tax income? It is not
clear that people really know the answers
to the common types of income questions we
ask. Do people in a household really know
each other's incomes? Can people who
think of their earnings in monthly or
annual terms translate to weekly or vice-
versa? Do people really know their
income, before and after taxes, or do they
simply know what their check or pay packet
brings? What about people whose incomes
fluctuate widely from week to week or who
are unemployed for significant periods
during the year. These, of course, are
old questions and researchers have
developed numerous solutions to them. In
general, the quality of income data
depends on the specificity with which they
are collected, and accurate measurement
requires a battery of carefully
constructed questions. This is commonly
not feasible in multipurpose surveys or in
many administrative circumstances.
Ideally, we would prefer that people
consult their records and income tax
returns to refresh their memories, but
this is unlikely unless the study is
especially designed with income as a major
focus.

Because of public resistance, most
surveys simply ask respondents to locate
themselves or their families in broad
.income classes by identifying the income
category. There is a belief that this
procedure reduces resistance and leads to
reasonably accurate ordinal categorization
of persons and household units. Income has
become such a routine measure that re-
searchers give it little conceptual
thought. With the growing literature on
the importance of empowerment for a range
of health outcomes distinctions between
individual and family income and between
earned and unearned income may serve
different analytic needs. The income
classification typically used by the NCHS
includes all sources of household income
among persons related to one another while
unrelated individuals are classified
according to their own incomes. This
measure neglects important questions about
how related and unrelated individuals
within and outside of households share
their resources and cultural differences
in these patterns. It also has the disad-
vantage of not reflecting family size,
which is rarely controlled in most data

presentations. Since poor families tend
to be larger than affluent ones, treating
income this way underestimates the income
effect.

Occupation is the third major SES
indicator and provides somewhat different
information than either income or educa-
tion. The association between occupation
and risk has important health implications
and the indicator serves both as a general
SES measure and a marker for specific
types of risks. There is a long history
of distinguished epidemiology and social
analysis in Britain using the Registrar
General's six categories of occupational
classification varying from professionals
at the top to unskilled manual labor at
the bottom. Numerous studies demonstrated
a robust association between this classi-
fication and disease and mortality out-
comes. Moreover, these differences have
persisted through time and have not been
reduced with the National Health Service.g
Studies of husbands and wives show that
this classification is more than a measure
of occupational risk. It captures to a
large extent the circumstances of living
that are shared by spouses."

Occupations, of course, change, and
some become more important and others less
important over time. Yet, occupational
rankings over decades are relatively
invariant" and provide an excellent basis
for locating people's status positions in
social structures. There are problems in
coding new and. obsolescent occupations,
and housewives and farmers pose special
difficulties. In 1961, Duncan developed
a socioeconomic index to rank occupations
based on income and education data from
the U.S. census,'* and this classification
has been refined over time with new data.13
In the United States, occupational coding
is used infrequently in health in part
because of the labor intensity of such
classification. But as we become more
concerned with issues in occupational
health, it will be necessary to consider
new classifications that capture risks
associated with handling toxic materials,
the stressfulness of work, the extent of
autonomy and decision making, and other
aspects of occupations associated with
health outcomes. Epidemiologists have
used occupational categories in creative
ways that help us understand important
disparities in health outcomes,14 and such
efforts can be instructive as we proceed.

Trackina Disoarities

In identifying and characterizing
disparities we should seek, to the extent
possible, to identify generic factors that
differentiate the population in terms of
risk and outcomes, that can be reliably
monitored over time and that are poten-
tially modifiable. Establishing that
persons of color or members of particular
ethnic groups have less access to medical
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care in the aggregate than others, tells
us less than measures that identify the
specific barriers  that reduce help-seeking
and adversely affect outcomes.

Geographic measures, similarly, do
not tell us a great deal because of the
diversity of conditions characterized by
such designations as rural and urban.
Population density is, of course, impor-
tant because it represents the ability to
concentrate resources people need and
their accessibility to services they want.
But areas so designated differ enormously
in the availability of regional access to
transportation, highways, and services.
Moreover, density does not guarantee
services (consider the case of urban
ghettos), and car ownership, good high-
ways, and personal resources give most
rural residents accessibility to services.
There are, of course, access barriers
associated with low density populations.
Small communities often have difficulty
attracting physicians, and many rural
hospitals have difficulty because of small
markets and low occupancy. But the key
issue in rural areas typically is not
density per se, but the poverty of many
inhabitants who then face compounded
difficulties when they need and seek
access to services.

In summary, our nation is now in the
midst of major consideration of the future
configuration of health care. Whatever
the ultimate strategy and refinements, it
is inevitable that improved data will be
needed for planning and for monitoring
access, use of services, and health out-
comes. Disparities in care and outcomes
will be used more commonly as indicators
of deficiencies among health providers, as
a way of focusing special efforts, or to
identify impending problems. To do this
well, we will need clear and relevant
definitions of the types of concepts I
have briefly reviewed, more uniform and
reliable coding practices, and a higher
level of validity. in general. We will
need a capacity to monitor complex moving
targets in a manner which is adaptable but
also trustworthy. The challenge is large,
and the course difficult, but the future
of our health system depends upon 'it.
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TEuINGTHETRLlTHFRmmTRAsH

Victor Cohn, The Washington Post

Disraeli equated "dam lies" and statistics.
lhis need not be. As a non-statistician, I set
outtotrytounderstandwhatccmcepts journal-
ists and others most need to test those who tell
us something supposedly based on statistics or
"StJJd-ies" __ or who say '\most people do this or
that," based on no laxmledge.

I was prcmpted to do.this  by may examples
of lack of understanding of statistics and stat-
istical tests -- the tests of probable truth --
in daily reporting of the news of science, md-
icine,  health, health risks, the enviroment  and
everything else.

I concluded that understanding statistics--
and science -- requires anunderstandingof six
basic concepts; that understanding these rather
simple concepts csn teach us to ask "How do you
luxm?"withaconsiderable  degreeof sophistica-
tion; and that the same attitude can help all of
us examine our own assertions and decisions and
help explain them to others.

The six concepts:
UN-.  All science is almost always

uncertain, or uncertain to a degree. Nature is
ccmplex  and observation is inexact,  so almost all
anyone cancurrently sayaboutanyphencmnonor
behavior is: There is a strong possibility that_
such-and-such is true, by all that is known  at
the moment. Better information may yield a better
result tcnrmrc37.

It is iqortant  to tell this to the public,
including the media's readers, viewers and list-
teners, so they will understand why "they" say
one thing  today, another thingtcmrrow.

PROBABILITY. Scientists live with undertain-
ty by measuring orobability. A "P value" is
ccmmmly used to help decide if a result could
have seemed to occur just by chance, when there
actually had been no effect. A P value of .‘05  or
less -- .05 -- is most often regarded as low or
desirable. It mans there are probably only five
or fewer chances in 100 that this "statisticallv
significant" result could have happened by
chance. It also means that sanething  like one
actually negative study in 20 may yield a mis-
leading false positive "result."

We should not trust a studv that is not stat-
isticallv significant. But remember that statist-
ical significance alone may or may not mean prac-
tical -- or, in medicine, clinical -- signific-
snce.

FOWER,  the peer of hers. Power, in stat-
istics, mans the likelihood of finding scme-
thing, of detecting a true effect, if it's there.
Sm-ple size -- numbers -- confers  power. The
greater the nmber of cases or subjects studied,
the greater a conclusion's probable truth. We
should be wary of studies with only a small
number of subjects.

Also; we should ask about a study's
"strength." 'ihe greater the odds against an
association being a matter of chance, the greater
its statistical strength.

BIAS. In science. bias means introducing

variables." Among  ccmcm  biases to guard against:
failing to take account of age, gender, occupa-
tion, nationality, race, income, health or influ-
ential behaviors like smoking. Such bias has been
called "the most ccmmn cause of unreliable data'!

VARIABILITY. Almost everything thatismas-
uredvaries frcxnmeasurementtomxtsurement.
Everyhumanexperiment,  repeated, has at least
slightly and sometimes markedly different results.
Anrmg reasons: fluctuatins phvsioloeic respcmse
from nm-mt  to moment;  measuremmt and observa-
tional limits or errors; biologic variations bet-
ween persons arid populations.

This and all the above tell us that a single
study rarely proves anything. The most believable
studies and observations are those successfully
repeated among different populations with mch
the same result.

THE HIERARCHY OF SILLDIES.  There is a hierar-
chy of studies frcm the least to the generally
mst believable, that is, frcm simple  observation
or "eyeballing" to controlled studies or experi-
ments: those comparing one ssqle or population
withanother,underkncrwnor  controlled ccmdi-
tions.

Is a study, or indeed any statement of sup-
posed fact, worth reporting -- or believing? We
canaskasastart:Howdoyouknow?Whatareyout
data, yournumbers? Hcwdidyougetthem? Have
you, or anyone, done any studies or experiments? .
~mtv~i~our $egree of certainty or uncertainty?

-_ in science, this means  how accurate
-- are your observations? And how reliable --
that is, how reproducible?

There is a lot more to knew. As a start I
mstsuggestreadingNEWS&NOMBERS:  aGuidet0
Reporting Statistical Claims and Controversies in

h
z::- ZPS

ther Fields (Iowa State university
State Av., Ames  IA 50010 / 515 292

0140) 1 The ideas in it are those of msny statis-
ticians and defenders of health and truth. It's
by --

-- Victor Cohn.

spurious associations'and reaching unreliable
conclusions by failing to consider other influ-
ential factors or explanatims  -- "confounding
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WHAT'S NEWS IN HEALTH STATISTICS?

Discussants:

Alan L. Otten
Wall Street Journal

Rhonda Roland
Cable Network News

(Not available for publication)
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AMERICAN INDIAN INFANT MORTALITY REVIEW IN WISCONSIN:
BACKGROUND, PROBLEMS AND PROCESS

R.D. Nashold. Center for Health Statistics
R.A. Aronson;  P.K. Wegehaupt, M.M. Shapiro

0 Hospital medical records staff
0 Clinic medical records staff
0 Sudden Infant Death Center
0 Infant Death Review Committee

Wisconsin is essentially following
the recommendations in A Manual for Fetal
and Infant Mortalitv Review by the
American College of Obstetricians and
Gynecologists (Paul H. Wise, editor:
Louise M. Wulff, project director).

The ACOG Manual discusses the
following subject areas:

This paper provides background data,
notes problems and outlines the process
for American Indian (AmInd) infant
mortality review in Wisconsin. It is
hoped that the Wisconsin experience might
be helpful elsewhere in the United States.

In America's Minorities -- The
Demosranhics Of Diversitv, Wm. O'Hare
noted "The United States is undergoing a
transition from a predominately white
population rooted in Western Culture, to
a society composed of diverse racial and
ethnic minorities. By the middle of the
21st century, today's minorities will
comprise nearly one-half of all
Americans."

Unless infant mortality is improved
for minority populations, the United
States will not attain the lower rates of
other industrialized nations. The high
African American (AfrAm)  infant mortality
rate in the U.S. is well known; however,
data problems have at times obsured the
comparably high AmInd rates.

The Amind infant mortality rate in
Wisconsin is about double the white rate
(Figure 1). This difference was not
obvious, in part due to the practice of
not publishing rates for fewer than 20
events annually. Three-year or five-year
average rates were published only in
special studies which were done about
every five years.

DemoaraDhics. The subjectivity of
race becomes obvious when considering the
apparent five-fold increase in the U.S.
AmInd population since 1950 (Table 1) and
the three-fold increase in Wisconsin
(Table 2). This increase cannot be
explained by natural increase nor by
migration; therefore it is necessary to
look at self-identification and at changes
in definition. Because of this rapid
increase, it is now feasible to do AmInd
infant mortality review independently in
about 16 states (over 35,000 AmInd
population, see Tables 3 and 4). Most
other states could participate in joint
efforts with neighboring states. New
England and the East South Central States
could undertake multiple state review
(Table 5).

Review Process. The major
participants in the review process in
Wisconsin are as follows:

0 Indian communities
0 Great Lakes Inter-Tribal Council
0 U.S. Indian Health Service
0 Maternal and Child Health, Division

of Health (DOH)
0 Center for Health Statistics, DOH
0 Local public health agencies
0 Local social services agencies
0 Coroners, medical examiners,

pathologists

0

0

0
0

0

0
0

0
0
0
0
0
0

0

Transforming analysis into local
action
Developing a methodology that meets
local needs
The analysis of vital statistics
Linking vital statistics to other
data sets
Performing an infant mortality
medical record review
Interview-based methods
The use of expert panels in the
infant mortality review process
Legal considerations
Critical definitions and criteria
Tobacco
Maternal drug use
Assessing prenatal care
Creating an integrated fetal and
infant mortality review system
Presenting findings and
recommendations

Confidentiality policies are
discussed under legal consi.e$&ti~ns and
Wisconsin essentiallv the
recommendations set gorth. Personal
identifying information is removed and an
identification number is assigned to each
case. Similarly, identification numbers
are assigned to physicians, hospitals and
clinics. Reviewers who might identify
particular cases have signed
confidentiality agreements, not to reveal
identity. Law enforcement agencies are
not represented in the review process;
however, the forensic viewpoint is
represented by the Medical Examiner for
Milwaukee County.

In Wisconsin, fetal mortality review
is still at the discussion stage. By
including fetal mortality (20 weeks or
more gestation), a more complete picture
of reproductive loss could be obtained.
By including fetal mortality and thereby
shifting to perinatal mortality review,
the number of cases would increase by 5-10
annually. This would help overcome the
small-number problem now encountered when
analyzing AmInd infant mortality data.
The negative aspect of including fetal
deaths is the extra effort needed to
assemble the data, and the dilution of the
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summary data with less complete data.
Under-reporting is greater for fetal
deaths and the quality of the data
reported is also lower as noted by the
lack of complete cause of death
information on many fetal death reports.

General Findincts. When summarizing
birth and death data by race it is
appropriate to state that race and
ethnicity are used as study variables
because of the difficulty of obtaining
more direct social or economic measures.
State poverty data classified by several
demographic variables are available in the
decennial census. Figure 2 shows the high
percentage of minority children living in
poverty.

Table 6 lists the number of AmInd
infant deaths for Wisconsin from 1987
through 1991. For this five-year period,
when tabulating by race of mother, 61
infant deaths were reported for an average
of 12 per year and a rate of 15.2 per
1,000 live births. When the race of
either parent is used the total number
increases to 70 and the annual average to
14; however, the rate falls to 13.4. This
is because about 25 percent more live
births were added to the base when the
rate was calculated.

For American Indians, the definition
of race is complicated by the high
proportion of marriages with persons from
other racial or ethnic groups. In
Wisconsin, the last year for which there
are data, 1988, shows this to be over 60
percent. The problem of defining race is
only partially solved by considering
either parent because for 63 percent of
the AmInd live births, the father was not
reported as being married to the mother.
Therefore, race and other information are
generally not available for the father.

Five-year moving averages (Table 7)
provide a more accurate view of the infant
mortality trend. From 1983 to 1991 the
rate has fallen by nearly 27 percent
(Figure 3); however, it remains at a level
double the white rate.

Table 8 illustrates three major
problems encountered in AmInd infant
mortality review; interstate record
exchange, definitions and accuracy. Any
of these problems can seriously affect
results when numbers are small.
:. Table 9

lists causes of mortality that have called
attention to the AmInd  population and to
maternal and infant risks. A study of the
unusually high SIDS rates for Native
Americans in Wisconsin was one of the
reasons for undertaking AmInd infant
mortality review. In a study using data
from 1978-87, SIDS was highest for the
AmInd population. For the five year
period shown in Figure 4, AmInd  and AfrAm
SIDS rates are about equally high.

Fiqure 5 shows AmInd infant mortality
below that of the AfrAm population. Fok
the most recent years the AfrAm rate has
declined so that it is similar to the

AmInd rate. Appropriately, infant
mortality review has now also- begun for
the AfrAm population in Milwaukee.

AmInd infant deaths have the highest
proportion (56 percent) occurring in the
post-neonatal period (Figure 6.) When
infant deaths occur in the post-neonatal
period, there is a longer time for care
factors and other environmental factors to
affect survival.

The high diabetes death rate for
American Indians reflects the high
prevalance of this disease which in turn
affects birth outcomes, including higher
birth weights (Figure 7).

Age-adjusted heart disease mortality
rates are highest for the AmInd population
(Figure 8). Coronary heart disease
morbidity, in the AmInd  female population
of childbearing age, and associated
conditions may be risk factors for
delivery.

Chronic liver disease includes
cirrhosis due to alcoholism. Alcohol
abuse during pregnancy and in the home
following birth is a risk factor for
infants. Chronic liver disease death
rates for the AmInd population are four
times higher than the white rate (Figure
9). Some of this difference may be due to
variation in reporting.

AmInd  unintentional injury mortality
rates are more than double white rates
(Figure 10). High rates of unintentional
injury mortality and morbidity are linked
to alcohol abuse and to poverty. During
the 1987-1991 period four (6 percent) of
the 70 AmInd  infant deaths were reported
as due to injury.

Chronic obstructivepulmonarydisease
(COPD) death rates are higher for the
AmInd population than for the AfrAm or
white population (Figure 11). Smoking is
a causal factor for COPD. Smoking is also
a risk factor for SIDS and other causes of
infant death including some deaths due to
fires, burns and suffocation.

Birth Risk Factors. Table 10 is a
list of traditional risk factors collected
on the U.S. Standard Birth Certificate.
When making comparisons for five
race/ethnic groups the AmInd population
generally ranks in the mid-range (second
or third), Wisconsin AmInd  women have the
highest proportion of smokers but the
lowest proportion of low-birthweight
infants.

Medical risk factors include
pregnancy-associated hypertension,
gestational diabetes, previous large
infants, pre-term infants, STD, urinary
tract infections and a number of other
medical conditions. Overall these risks
are highest for the AfrAm population and
second highest for AmInd  women
(Figure 12).

The AmInd birth rate in Wisconsin is
similar to the Hispanic birth rate (Figure
13). Both are lower than the AfrAm birth
rate and well below the Southeast Asian
(largely Hmong) birth rate. The largely
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Hmong crude birth rate is four times
greater than that of the white population.

Fertility rates for women age 15-44
are in the same order as crude birth
rates; however, differences are even
greater (Figure 14). The AmInd  fertility
rate is 86 per 1,000 women in the child-
bearing age range (15-44). In contrast,
the Hmong rate is 368 and the white rate
is 60. High fertility rates are similar
to those of earlier generations of
Wisconsin immigrants.

AmInd women are second in terms of
;iz&parity , (4th or higher order of

. During 1991, 22 percent of the
births to AmInd women were birth order
four or above. This is in contrast to 63
percent for mothers from Southeast Asia
and nine percent for white mothers.

The percent of AmInd mothers below
age 18 is 8.4, or third among the five
racial/ethnic categories (Figure 16).

The AmInd population is second
highest for unmarried mothers at 63
percent. The percentage for the largely
Hmong group is the lowest at 8.5 (Figure
17). It should be noted that there may be
fundamental difference in marriage customs
and traditions from one racial/ethnic
group to another.

AmInd women rank third highest for
lack of prenatal care during the first
three months, of pregnancy. The largely
Hmong group and AfrAm women rank higher
(Figure 18).

Among the four minorities listed,
AmInd mothers have the lowest percent not
completing high school (Figure 19).
Still, they are nearly four times less
likely than white women giving birth to
have completed high school.

AmInd mothers have a percentage of
low-birthweight infants that is about the
same as that of white mothers (Figure 20).
There are likely to be intervening
variable such as higher incidence of
diabetes for AmInd women. Infants born to
diabetic women are often fragile despite
their high birth weights.

Figure 21 dramatically shows the high
percent of AmInd women who reported
smoking during pregnancy. At 48 percent
it is more than double the white percent
and more than 10 times the percentage
reported by women from Southeast Asia who
gave birth in 1991. Historically, tobacco
has been part of AmInd tradition; however,
cigarettes were not.

Linked Birth/Death Data. Data from
the AmInd birth file can be compared with
data from the linked birth/death file
(Infant death file). Table 11 compares
the same risk factors from the two files.
As expected, most of these risk factors
occur in higher proportion for infant
deaths than for live births.

Figure 22 points to the association
between smoking by AmInd women during
pregnancy and infant survival. Of the
infants who died, 58 percent of. their
mothers smoked during pregnancy; whereas,

for the infants who survived the first
year of life, 48 percent of their mothers
smoked during pregnancy. This simple
association between reported maternal
smoking and infant death yields an odds
ratio of 1.5. For 85 percent of the AmInd
SIDS deaths the mother smoked during
pregnancy. For non-SIDS deaths, 56 percent
of the mothers smoked during pregnancy
(Figure 23).

Oeaeral. The work
completed to date provides summary data as
background for more intensive case review
by a medical review committee. The value
of showing these associations again in a
single state is primarily for health
education and public health program
purposes.

AmInd health workers in Wisconsin
have commented that although they knew the
AmInd infant death rate was higher than
the State rate, they were unaware of the
extent of the problem until the data were
tabulated for this review. public health
workers in Wisconsin are convinced that
infant mortality review is a worthwhile
endeavor.

-. Available upon request.

TABLES AND BIGURBS

Table 1. Anmriaaa Indian Population
United  Statas, 1950-1990

Percent

!%
NumberIncrease
357,499

46.5
1960 523,591

51.4
1970 792,730

72.1
1990 1,364,033

37.7
1990 1,978,295

Table 2. &a*ioan  Indian Population
Wi6aoaain, 1950-1990

Percent

E% !YE-t
17.2

1960 14,297
16.2

1970 16,616
76.5

1990 29,320
34.3

1990 39,307

Table 3. States  with Over 40,000 AmInd
neeideate, 1990

F -Oklahoma 252,420
2 California 242,164
3 AriZOlla 203,527
4 New Mexico 134,355

:
Alaska 95,699
Washington 91,699

I
North Carolina 80,155
TeXaS 65,077

9 New York 62,651
10 Michigan 55,639

:2'
South Dakota 50,575
Minnesota 49,909

13 Montana 47,679
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Table 4. States with 20,000 to 4 0 , 0 0 0
AmInd Residents, 1990

Rank State Number
14 Wisconsin 39,387
15 Oregon 38.496
16 Florida 36,355
17 Colorado 27,776
18 North Dakota 25,917
19 Utah 24,283
20 Kansas 21,965
21 Illinois 21,836
22 Ohio 20.358

Table 5. AmInd Population, United States,
Regions, and Divisions, 1990

United States
Northeast
New England
Mid. Atlantic

Midwest
B.N. Central
W.N. Central
South
S. Atlantic
E.S. Central
W.S. Central

west

Total Percent
1.959.234 100.0
-125;148 6.4

32,794
92,354

337,899 17.3
149,939
187.960
562;731
172,281
40,839

349,611
933,456
480,516
452,940

28.7

47.6
Mountain
Pacific

Table 6. American Indian Infant Mortality
Wisconsin, 1987-1991

Mother Mother or Father
&Bz AmInd American Indian
1987 11 12
1988 16 18
1989 16 18
1990 6 8
1991 12 14
Total 61 70

5 Year Average
Number 12.2 14.0
Rate/1000 L.B. 15.2 13.4

Table 7. AmInd Infant Mortality, WI Five
Year Moving Average Rates, 1983-1991  By
Race of Mother

Total
YearS Infant Deaths Average Rate*

1983-1987 76 20.7
1984-1988 70 18.6
1985-1989 67 17.4
1986-1990 61 15.5
1987-1991 61 15.2

*Number of resident deaths per 1000
resident live births.

Table 8. AmInd Infant Deaths Wisconsin,
1987-1991

Number Percent
Infant Deaths 70 100
Out of State 11
Father AmInd 9" 13
Child listed as White on

death certificate 13 19

Table 9. AmInd  Mor ta l i t y ,  Rank  Among
Other Racial/Ethnic Groups, WI, 1987-1991

Sudden Infant Death Syndrome Highest
Infant Mortality 2nd Highest
Coronary Heart Disease Highest
Unintentional Injury Highest
Diabetes Highest
Chronic Liver Disease Highest
Chronic Obst. Pul. Dis. Highest

Table 10. AmInd Birth Risk Factors, Rank
Among Five Racial/Ethnic Groups, WI, 1991
(AmInd,  AfrAm, Hisp, BLC!V*,  White)

Medical Risk at Delivery 2nd Highest
High Fertility 3rd Highest
Four or More Children 2nd Highest
Mother < age 18 3rd Highest
Single Mothers 2nd Highest
No First Trimester

Prenatal Care 3rd Highest
Mothers Not Completing

High School 2nd Lowest
Smoked During Pregnancy Highest
Low Birth Weight Lowest

*HLCV - Hmong, Lao., Cambodian, Vietnamese

Table 11. Risk Factors for AmInd Live
Births and Infant Deaths in Wisconsin

Percent of Percent of
Live Births Infant Deaths

Risk Factor 1991 1987-1991

Single Mother 63.2 64.3
Mother cH.S. Ed. 42.6 44.3
No 1st Tri. Care 38.5 48.6
Birth Order 4+ 21.8 43.lf
Low Birth Wt. 4.9 35.8
Smoked During

Pregnancy 48.2 66.7+*

* Excludes unknowns
** Available 1989-1991

Figure 1.
Infant Mortality  Rates

American Indian and White Population
Wieconsin,  Average 1987-1991

20 ,

2
g15 - 15.2 - Mother American Indian

s - Mother or Father Amlnd
?
El0 -
;
z 7.6
$5.
i%!.

0
Amlnd White

Figure 2.
Children Under Age 5 Living Below The Poverty Level

By Race/Ethn!cii,  Wisconsin 1989

Figure 3.
American Indian fnfant  Mortality. Wisconsin
Five Year Moving Average Pates,  1983.1991

By Race of Mother

0” I
1963 ,964. 1965 1986. 1987.

1987 1966 1969 1990 1991
‘N”rc4M  of rBSaent deeh?  per 1 aa resk!mt  rlw tdmls
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Figure 4.
SIDS  Mortality Rates By Race/Ethnicity  of Mother

Wisconsin 1987-1991

”

Amlnd AfrAm Hisp White
NonHisp NonHisp

Figure 5.
lnfantMortaiiiByFtac&thniciW

Per l.ooO Live Births, WI 1989-1661
201__
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Amlnd AfrAm H i s p  Hmongbo  W h i t e
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Figure 6.
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Figure 11.
Percent of infant  Deaths That Are Post-Neonatal Deaths Chronic Obstructive Pulmonary Disease Deaths By Race

By RacelEthnicity,  Wisconsin, 1987-1991 Age-Adjusted Death Rates*,  WI 1967-1991

Amlnd AfrAm H i p  Hmong/Lao Whta
NonHlsP Cam.Viat N~H~P

F i g u r e  7 .
Diabetes Deaths By Race

Age-Adjusted Death Rat&. WI 1997-1991
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* nge_ssi”*t&  to ,980 WI. pop.
Figure a.

Gxonaly  Head Disease (ICD  410414) By Race
Age-Adjusted Death Rates’. WI 1967-1991

AfrAm White

Figure 9.
Chronic Liver Disease Deaths By Race

AQE-A~~IIS~RI  Death Rates*. WI 1967-1991
40 I
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Figure lo.
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Unintentional lnjufy  Deaths By Race
Age-Adjusled  Death Rates’, WI 1967.1991
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Figure 12.
Medical Risk Factors indicated

By Race/Ethnicity  of Mother, WI 1991
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Figure 13.
Live Births Per 1 JJOO  Population

By Ftac8Ethnicity.  WI 1990
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Figure 14.
Live Births Per 1.000  Females Age 15-44

By Race/Ethnicity.  Wisconsin. 1990
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Live Births That Are Birth Order Fourth or Above
By Race/Ethnicity,  Wisconsin 1991
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Figure 16.
Live Births To Women Below Age 18

By Race/Ethnicity,  WI 1991
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Figure 17.
Live Births to Unmarried Mothers

By Race/Ethnicity,  WI 1991
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Figure 18. Figure 23.
No First Trimester Prenatal Care AmInd SIDS And Other Infant Deaths

By RacelEthnicity,  WI 1991 By Percent Smoking Mothers, WI 1989-1992
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Figure 19.
Live Births to Mothers

Who Did Not Complete High School
By Race/Ethnicity,  Wrsconsin  1991
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Figure 20.
Live Births with Low Birth Weight

by Race/Ethnicity,  WI 1991
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Figure 21.
Women Who Smoke During Pregnancy

Rates Per 1 ,OGS  By RacelEthnicity,  Wi 1991
I
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Figure 22.
Amlnd Infant Deaths And Survivors

By Percent Smoking Mothers, WI 1989-1991
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TRIBE-SPECIFIC CODING AND REPORTING IN NEW MEXICO

C.M. Halasan, NM Bureau of Vital Records & Health Statistics

Today I will discuss methodological issues
on the collecting and reporting of Native
American tribal vital events in NM. I will
also try to share some context on why
coding and reporting of births and deaths
by tribe is needed and why it has been
worthwhile.

RACE & ETHNICITY IN NEW MEXICO

In general, we use race and ethnic
categories recommended by NCHS. These are
our race categories for birth and death
records: White, Black, Native American,
Chinese, Japanese, Hawaiian, Filipino,
Other Asian or Pacific Islander, and Other
Non-White. (FIGURE &) We also use NCHS'
race algorithm to assign the race of the
child.

Thirty-eight percent of NM residents are
Hispanic. Thus, most of the ethnic
categories we collect are Hispanic
ethnicities: Puerto Rican, Cuban, Mexican,
Spanish, European Spanish, Central or
South American, Other Spanish. The only
other category we collect and report is
Non-Hispanic ethnicity. (FIGURE 2) Most
persons of Hispanic origin within New
Mexico identify themselves as Mexican or
Spanish. Those who identify themselves as
Spanish are generally those whose families
have been in New Mexico for many
generations and claim Spanish conquistador
heritage. The majority of NM Hispanics are
of the White race.

FIGURE 1:
NEW MEXlCO RACE/ETHNICITY  CODING
(Blrth & Death Records)

RACE CATEGORIES:_”
100 White
200 Black
900 Indian,  Aleut, Esklmo
400 Chinese

li %#n-White
900 Flllplno
000 Other Aslan or Paclflc  Islander
900 Unknown, Not Stated

In NM, American Indian vital statistics by
tribal groups have been collected since
the 1950s; prior to this vital events were
recorded by the single category of Indian.
(FIGURE 3) In the last few decades all
Native Americans (which I use
interchangeably  with American Indian) were
coded into five tribal groups: Zuni,
Pueblo, Navajo, Apache, and Other.

FIGURE 2:
NEW MEXlCO RACUETHNICIM CODING
(Birth & Death Records)

ETHNICITY CATEGORIES:

01 Mexican
X3 pueg Rican

i e~ral or South American

09 SpanshY-
n Spanlsh

07 Non-Spanish  White
09 Spanlsh
09 Unknown

Persons reported as Other generally are
of non-NM tribes, such as Cree and Sioux.
Since 1988, our Division has worked
cooperatively with the Indian Health
Service by providing IHS with vital
statistics by tribal groups for their
planning and evaluation needs. Out of this
cooperative relationship arose the idea
and the incentive of capturing vital
events by specific tribe. Thus in 1990 NM
began coding tribal affiliations by
specific tribes. Our tribe-specific codes
recognize all of NM's resident tribes and
encompass one Navajo, 2 Apache, and 20
Pueblo tribes. (FIGURE 4) I emphasize that
we developed this primarily because of
requests from tribal leaders and service
providers and because our Division
Director in 1989 made it a priority to
develop this capacity. Tribal leaders are
interested in answering basic vital
statistics and service delivery questions
about their own tribes. Anthony Ortiz,
Statistical Director of our Vital Records,
and Anthony Yepa, of the Albuquerque

FIGURE 3:
NEW MEXlCO TRIBAL CODING
(Birth & Death  Records)

300 INDIAN, ALEUT, ESKIMO:

*PRE-1990 (TRIBAL GROUPS):

90 Pueblo
g fa$Jo
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FIGURE 4:
NEW MEXICO TRIBAL CODING

300 INDIAN, ALEUT, ESKIMO:

*1990 TO PRESENT (TRIBE-SPECIFIC):

x:
E
9’:

Apache, Jlcarllla
Agh$# Meecalero

PoJoaque  Pueblo
Acoma Pueblo

g;de;  ‘Del Sur Pueblo

Indian Health Service's Office of Planning
and Evaluation, worked together to
implement tribe-specific coding for NM.
Mr. Yepa, with input from tribal leaders,
provided the tribal names to use. Mr.
Ortiz oversaw the incorporation of
necessary modifications into our mainframe
vital statistics registration systems.
This included developing coding structures
(that is, each tribe was assigned a 2-
digit numeric value in addition to its
race and ethnic codes), working with our
Data Processing folks to modify key entry,
modifying record layouts, and expanding
mainframe edits to include the new data
elements. These edits, which are run
daily for births and monthly for deaths,
allow us to review and correct errors
before they are finalized in our systems.
Our electronic birth certificate system
also has a screen for collecting the same
data elements.

(FIGURE 5) This map shows locations of
American Indian reservations in NM. Pueblo
lands are in blue, Navajo in purple! and
Apache in brown. For most births, It is
clear which tribe to assign a child to
because the parents are usually from the
same NM tribe. If both parents are of
different NM tribes then we code the child
according to the residence reported on the
birth record. For example if one parent is
Navajo and the other is Santo Domingo
Pueblo, and the address given is Santo
Domingo, then the child is coded Santo
Domingo Pueblo. If one parent is from a
New Mexican tribe and the other is of a
non-NM tribe, then we code the child to
the NM tribe. If both parents are of non-
NM tribes, then we code the child's
ethnicity as All Other Indian rather than
a specific tribe. For deaths, it is
straightforward: the tribe we code is
whatever tribe the decedent is reported to
be.

SIMILARITIES AND HETEROGENEITY OF TRIBES

To provide some context I want to briefly
discuss the differences and similarities
among the tribes. I am not, to any extent,
knowledgeable about Native Americans; so
I restrict myself to general comments. The
Navajo and Apache languages are of the
Athapaskan language family. These tribes
were originally small highly mobile bands
with no central political structure and
were not confined to reservations until
the late 19th century. The Navajo Nation
(which is in three states including NM)
has the most people and as such has the
most extensive system of governance of
tribes within NM. Both the Navajo Nation
and the Apache tribes have constitutional
tribal governments. Unlike the Pueblos,
Navajos live in highly dispersed
residences throughout their huge
reservation. However, a significant
percentage (around 20%) of Navajos live in
urban areas in and outside reservation
land. Traditional livelihoods in this
century include sheep raising and silver
work and weaving. The Navajo people have
also adopted some basic agricultural and
technological practices from the Pueblo
Indians. Though there have been
intermarriage between Navajo and Pueblo
peoples, each have maintained their own
traditions. The two Apache tribes in New
Mexico now also live in communities within
their reservations.

NM's  20 Pueblo tribes subdivide into three
unrelated linguistic groups and can trace
their agriculturally-based village life
back through at least the 1200s and 1300s.
All Pueblo tribes share common traditions
and beliefs but the expressions of these
are unique to each tribe. Traditionally
Pueblos have been farmers along the Rio
Grande but since the turn of this century
have produced distinctive craft products
for income from tourism. Unlike the Apache
and Navajo governments, some Pueblo tribes
have written constitutions while others
operate under unwritten rules. Just as
with the other states of this country, NM
tribes act in concert with and separately
from other tribes.

ADVANTAGES OF TRIBAL BREAKDOWNS

Why break out Native Americans beyond the
single race stratum? Why do we break out
different Hispanic groups? The ability to
look at each specific tribe confers the
same advantages as the ability to look at
any ethnicity/group separate from the
majority population(s). We see how these
groups may differ from the larger groups -
- differences that may be obscured when a
smaller group is placed within a larger
group or when smaller groups are defined
and characterized by the language of the
larger group. With tribal breakouts we
can describe some of these inter-group



FIGURE 5: INDIAN LANDS in NEW MEXICO
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differences in our limited language of
vital statistics.

What do we know about New Mexico Native
Americans? Let's look first at the group
as a whole. They comprise 9% of all NM
residents, had the highest percentage of
persons under 35 years old of any group in
NM in 1990, and had the highest rate of
natural increase (birth to death ratio)

from 1980 to 1990. [FIGURE 61 Infant
mortality rates among Native Americans for
the past decade have generally been higher
than the majority White population.
Accidents were the leading cause of death
for Native Americans in 1990, in contrast
to being the 3rd or lower cause of death
for other NM populations. This group had
the highest percentage of low prenatal
care in 1990-1991.
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FIGURE 6: NEW MEXICO RESIDENT BIRTH COHORT, 1985-1989
BW-SPECIFIC INFANT MORTALITY RISKS BY RACEETHNICITY
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BIRTHWEIGHT IN GRAMS I
Let's see what we find by tribal groups. Thirdly, let's look at specific tribes. We
[FIGURE 7) The birthweight mean of tribal have published two reports thus far on
and other NM ethnic groups are shown in tribal vital events based on two years of
Figure 7 for 1985-89 and 1990-91. The data. Vital statistics residence data
birthweight mean of Native Americans is indicate that Pueblo mothers differ in
similar to the means of Non-Hispanic White their degree of urbanization. In 1990-91,
and Mexican. However, the Zuni and Apache 87% of Zuni mothers reported living on
tribal groups have lower means than the pueblo lands and only 9% reported living
Navajo and Pueblo tribal groups. We can in urban areas.
address the issues expressed in this

In contrast, 33% of Isleta
Pueblo mothers reported living in Isleta

shorthand measure -- in this case,
mean meaningfully

Pueblo and 36% reported their residence in
birthweight --more urban Albuquerque. obviously this reflects
because now we can ask more precise
questions.

only the residence distribution of (women
of childbearing age and which may be

FIGURE 7: BIRTH WEIGHT MEANS BY RACE I ETHNklTY
NEW MEXICO RESIDENT BIRTHS, 1985-89 AND 19+0-91

3400

3350
1985-1989 19904991
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different from the residence patterns of
their mothers, aunts, or grandmothers. A
partial explanation may be that the Zuni
reservation is located 40 miles from the
nearest city while Isleta Pueblo is just
outside Albuquerque, our biggest city.
This residence distribution probably
affects how mothers from these two pueblos
utilize all kinds of services.

Earlier I mentioned that American Indian
mothers as a whole had the highest rate of
low prenatal care of all NW races. [FIGBBB
41 We see some preliminary indications
of differences among tribes when we look
at no and low prenatal care rates. In
1990-1991 the range of no/low prenatal

care rates was quite wide, from 3% for the
Eia tribe to over 23% for the Navajo, San
Felipe, and Santo Domingo tribes. Only
tribes with 25 or more births are shown on
this slide. 63% of the 16 tribes had
no/low prenatal care percentages higher
NW's non-Native American population while
the other 37% had similar or lower
percentages than the NW's non-Native
American population. The mother's origin -
- Pueblo, Navajo, or Apache -- didn't seem
to make a difference. From this I ask what
is different in many of the tribes that is
being reflected in this measure?

[FIGBBB 91 This slide shows two things
about tribes that had at least 25 births

-1GURE 8: NEW MEXICO RESIDENT BIRTHS: SELECTED TRIBES
PERCENTAGE NO/LOW PRENATAL CARE, 1990-91

-1GURE  9: SELECTED NEW MEXICO TRIBES: 19904991
TOTAL LIVE BIRTHS AND PERCENT BIRTHS TO SINGLE MOTHERS
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in 1990-1991. On this side are the total
number of live births to each tribe and
should give you an idea of the size of
each tribe's population. However, the
point I'd like you to focus on is the side
showing percent births to single moms. All
these tribes had higher rates of births to
single moms than the state's non-American
Indian population or than the US 1990
population. I am tempted to conjecture
that perhaps something common throughout
the American Indian community as a whole
is being expressed. However, what we see
in these three examples is that it doesn't
always work to assume, for any particular
measure, that what seems valid for the
entire population remains appropriate for
each component group.

We have known for some time now that for
most if not all reservations there are
many needed and wanted basic public
health, environmental health and primary
care services that are not now or are
minimally offered where they are most
accessible --- on the reservations. My
point is that while race breakouts are
instructive they still hide inter-tribal
differences crucial in planning

something operative i n  t h e  e n t i r e  s o c i e t y /
environment (whether it is the Native
American or New Mexican society) or just
within some of the tribes.

Tribe-specific measures increase each
tribe's ability to compare itself to any
other population(s) for their own purposes
and to see how their individual vital
statistics change over the longterm. They
can decide on a tribal and/or population-
wide basis, something they had little
choice about before, which. or how vital
statistical comparisons are important for
them. For tribes --and I'm sure that's why
they asked us to do this -- this can be a
tool to better define common and disparate
problems as well as actions and
collaborations that could be undertaken or
strengthened.

I have been asked if we would recommend
using tribal breakdowns. Our answer is
yes, unequivocally! NM will continue to
publish tribe-specific reports as more
years of data are available.
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RACIAL  DISPARITIES INBIRTH OUTCOMES: RACE, ETHNICITY, ORNATIVITY

T. Joseph Sheehan,PhD,Universityof Connecticut School of Medicine
Judith R. Kunisch, R.N., M.B.A., Charles J. Ingardia, M.D.

At the outset, I would like to draw
attention to an important aspect to any
discussion of race, ethnicity, or
nativity, and that is the emotional
dimension. This is a scientific meeting
and we are supposed to be factual and
objective, so we should at least
acknowledge that it exists. My hero, the
personification of grace, articulateness,
and cool athleticism, Arthur Ashe has
written that the burden of being Black was
harder for him than the burden of having
Aids. It is hard to discuss race without
raising emotions. And, ethnicity is no
easier; just look at Northern Ireland,
Lebanon, or Bosnia Herzegovina! Tonight
in Washington, they are dedicating a
tennis stadium to Arthur Ash. I think he
would be even more pleased if we did
something to ease his burden.

Racial disparities in birth
outcomes are commonly described in terms
of Black-White differences1,2. Former
Secretary of Health and Human Services,
Dr. Sullivan, outlined some of the major
disparities between Blacks and Whites in
the foreword of a 1992 book providing
details of these discrepancies'. He
describes a gap in the life expectancy
of black and white Americans with the
disparity "mirrored in
disproportionately higher mortality from
many causes. Cancer, heart disease and
stroke, cirrhosis, diabetes, infant
mortality, unintentional injuries and
homicide were identified as the largest
contributors...". While racial
disparities are described simply by
comparing Blacks to Whites, Ethnic
disparities are approached more
discreetly. The National Center for
Health Statistics publishes a Catalogue
of Presentations to "foster
communication between NCHS and the
university community..114  One is titled
Issues to Consider When Analvzina  NCHS
Data on Hisnanics.  It says that when
comparing disparities in morbidity and
mortality for Hispanics and non-
Hispanics, it is important to take into
account "cultural differences" such as
acculturation, ethnic group
identification, birthplace,
generation,and language usage." The_
description implies what is now well
known, that there is considerable
heterogeneity among Hispanics; this
presentation will draw attention to
heterogeneity among those of African
ancestry.

In 1989, I was faced with the task
of trying to uncover useful information
from data, over 200 measures from some
1600 pregnant women involved in a
preterm birth prevention project in
Hartford's inner city. The women
answered questions about race and

ethnicity. To race, they could choose
White, Black, Asian, American Indian, or
Other. To ethnicity, they could choose
Hispanic, West Indian, or Other. In
search for mutually exclusive and
exhaustive categories, I came up with
four distinct groups: Whites, U.S.
Blacks, West Indian Blacks, and
Hispanics. There was a small number of
Asians and others, who did not fit into
one of these groups but, not enough for
any meaningful analysis.

The way these groups were first
constructed is shown in Table 1.
Hispanics consisted of those who chose
Hispanic as their ethnicity,
irrespective of their choice of race.
West Indians consisted of those who
chose West Indian as their ethnicity.
U.S. Blacks chose Black as their race
and other as their ethnicity, while
Whites chosen White as their race and
other as their ethnicity. We labelled
this classification Race/ethnicitv.  I
have since learned that this
classification is consistent with
Directive 155. According to Hahn's
scholarly critique, the Directive is
ambiguous about self-identification, nor
is there any attempt to "define the
concepts of 'race' and 'ethnicity'  or
consider the scientific principles on
which classification schemes are
based.l16  Hahn sketches some of the
research required if we are to attain
scientific validity; nevertheless, these
groupings seemed useful and revealed
interesting findings with respect to
risk factors.

T-1

~ecelwlniolty  = RACE + ETHNICITY

U.S. Black BkCk

west hldlan west IrKllan

Hiepclnlo HiQpenk

white

Within-race differences in birth
outcomes began to emerge between our
U.S. and British West Indian Blacks. We
did a search and found other studies
showing within-race birthweight
differences'os.

Since the mothers in our sample
also answered a question about
birthplace with responses of 1) U.S.A,
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2) Puerto Rico, 3) West Indies, 4)
Italy, 5) Poland, and 6) Other, we
looked more carefully at our
Race/ethnicity groupings and found a
number of individuals who's
Race/ethnicity status was questionable.
The inclusion of the birthplace
question, along with careful checks on
the original interviews, allowed us to
resolve discrepancies and more clearly
to delineate membership in the
racial/ethnic groups. Moreover, place
of birth also suggests another
classification of racial/ethnic groups
according to nativitv.

Table 2 shows how the addition of
information about birthplace allows us
to classify according to nativity, with
four groups of particular interest: 1)
U.S. born Blacks, 2) Non-U.S. born
Blacks, 3) U.S. born Hispanics, and 4)
Hispanics born in Puerto Rico. For our
sample, there are a small number of U.S.
born Blacks with West Indian ethnicity;
and a somewhat larger number of non-U.S.
born Blacks who were not born in the
West Indies.

Table 2

NATIVITY = RACE + l3HNlClTY  + BIRTHPLACE

Non-US. born
Hispanics

Hispanic Out&k U-B.

As I mentioned earlier, racial
discrepancies are commonly described by
comparing differences between Blacks and
Whites. And, it is implicit in these
comparisons that race is a major
independent variable'. Other risk
factors need to be considered, but if
the disparity remains after adjusting
for these risk factors, then race
remains as a major independent variable.
Does this mean that the disparity is due
to race? Or, is the disparity
associated with race or due to something
else that is associated with race, as
Marcia Angel1 speculates in her recent
New England Journal Editorial?"

One way to address this question is
to focus on within-race heterogeneity.
If we can demonstrate disparities within
race as large as disparities reported
between races, we can establish that
disparities are not due to race, but
merely associated with race. Using the
groupings shown in Table 2, we have
found differences of that magnitude in
the birthweight of Black infants born of

mothers born in the U.S. as compared to
mothers born outside the U.S. That
difference is 233 grams and is larger
than the often reported black/white
difference of 217 grams. We have found
similar differences, though not SO
dramatic, between Hispanics born in the
U.S. compared to those born in Puerto
Rico.

Other studies can be seen from this
perspective. Ahmed" tried to
demonstrate the llusefulness of studying
intra-black differences rather than
relying solely on race comparative
research," by comparing urban-suburban
differences in the incidence of low
birthweight in a metropolitan black
population. He did show great
variability, especially in prevalence of
risk factors, but his logit model showed
that differences in low birthweight
rates were almost eliminated when he
controlled for risk factor differences.

Attempts to study within-race
variability need not preclude between
race studies, but even between-race
studies might be conducted from a
slightly different perspective. That
perspective might be described as
looking for synergistic effects rather
than main effects only. For example,
Collins and David" studied the
differential effect of traditional risk
factors on infant birthweight between
Blacks and Whites in Chicago and found
that among high-risk mothers living in
the poorest areas, the proportion of low
birthweiqht infants for Blacks and
Whites was less diveraent that in higher
income areas. This might be interpreted
as a synergistic effect betweeen race
and income, where affluence was not as
advantageous for Blacks as for Whites.
Li and Daling13 examined maternal
smoking, low birth weight and ethnicity
in relation to sudden infant death
syndrome. After controlling for
confounders, they found that the effects
of maternal smoking were stronger for
Blacks and Hispanics than for Whites or
Asians, and negligible for American
Indians, suggesting a synergistic effect
between race/ethnicity and smoking.
Another study of the risk of smoking on
low birth weight reported a higher
relative risk of low birth weight in
Black smokers than in White smokers'4
or, a synergistic effect between race
and smoking.

In our studies, we have shown
differences among racial/ethnic groups
for both birthweight and gestational
age, as well as low birth weight and
preterm birth, and a synergistic effect
between smoking and having a history of
obstetrical complications affecting U.S.
Blacks most severely. Figure 1 plots
the mean gestational ages associated
with each risk factor for each of the
four racial/ethnic groups. Analysis of
variance revealed significant



differences in birthweight and
gestational age between-those with a
history of obstetrical risk and those
with no history, and between smokers and
non-smokers. There is also a
significant synergistic effect due to
the combination of race/ethnicity
together with having a history of
obstetrical complication. This
synergistic or "interaction" effect
implies that a history of obstetrical
complication affects some worse than
others. It is clear from the figure
that U.S. born Blacks with a history of
obstetrical complications who also smoke
have the worst outcomes.

Figure 1

Gestational  Age: Race/Ethnkity  end Risk  Factors
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Since our charge is to concentrate

on methodology rather than results,
please regard these next preliminary
findings as additional examples of how
we might focus on synergism and within
race differences. We are currently
examining how a number of stressful
events might affect birthweight.
Limiting our analysis to Blacks, we
compare the effects of birthplace,
having a history of obstetrical
complications, having been abused,

life

navlng social support, and having gained
no weight by the 20th week of pregnancy.
As mentioned above, there is a 233

gram difference in birthweight between
infants of Black mothers born in the
U.S. and Black mothers born outside the
U.S., a considerable within-race
difference. We also find a 208 gram
difference associated with being abused,
a 166 gram difference associated with
social support, a 156 gram difference
associated with having gained no weight,
and a 437 gram difference associated
with having a history of obstetrical
complications. We did not include
smoking in this analysis because we are
focusing on the stress factors for the
moment., All of these differences are
statistically significant as well as
clinically important. And, there are a
number of interactions between pairs of
stressors, but we are looking for
interactions between each risk factor
and birthplace. There is only one. The
interaction of history and birthplace is

shown in Figure 2. There is a within-
race difference of 144 grams for those
with no history, which grows by a factor
greater than five to 798 grams for those
with a history of obstetrical
complications.

Figure  2

Birthweight by History, Within-Face
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What we see, then, is that all of
these factors adversely affect both
groups, more or less proportionately,
whereas the effects of history are
differential and severe for U.S. Blacks.
The non-synergistic effects exert their
influence more or less uniformly on all
racial/ethnic groups. The synergistic
effects act differentially and provide
the basis for understanding and perhaps
eliminating racial/ethnic disparities.
The non-synergistic factors affect
everyone; the synergistic factors are
the causes, or associated with the
causes of the racial disparity.

Before concluding, I would like to
back-up to those first 1600 cases and
200 measures. In approaching the
analysis of these data, we worked out a
conceptual model of how each measure
related to a risk factor and how the
risk factors related among themselves to
influence birth outcomes. That work was
presented at a CDC sponsored symposium
on the statistical evaluation of
intervention strategies", and titled
*Structural Equation Modeling as a
Heuristic in Analyzing Large Data Sets."
This heuristic guided our systematic
analysis of groups of risk factors.
Within a couple of months, using the
conceptual model as a guide, we had
constructed an actual structural
equation model showing how risk factors
affected birth outcomes in our sample.
That model is shown in Figure 3 and
described fully in another paper now in
press16. Briefly, the circles represent
theoretical or latent variables and the
rectangles represent measured variables
or observations. The directed arrows
depict influence quantified by
standardized regression coefficients.
Note the strong role of history, the
role of addictive behavior - a
theoretical variable affecting smoking,
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alcohol, and drug use, the role of
race/ethnicity, and the role of stress.
model to the data statistically, and
have cross-validated the model with
another 1500 cases from the same
population. Today's presentation on
race/ethnicity, along with the
preliminary findings on stressful
events, represent an attempt to look
more deeply at the effects of
race/ethnicity and stress. Note that in
the model stress does not have a direct
effect on birth outcomes; its affect is
indirect, through addictive behaviors.
We have another 2100 cases which can be
used for .cross-validation.

Figure3

A stnrctural  Equation Model of Factors
lnflw3nclngWmoutcomes

I show the structural equation
model because we are seeking support now
to build models reflecting our best
understanding of the data and to compare
the fit of the models to the data
within-racial-ethnic groups. For
instance, the above analysis might
suggest that the history of obstetrical
risk behaves differently for U.S. Blacks
than for non-U.S. Blacks. What about
addictive behaviors? We can compare the
within-group fit of the model
statistically to determine their
similarity or difference. If they are
similar or different for U.S. born
Blacks and non-U.S. born Blacks, do they
behave similarly for Hispanics according
to their birthplace?

Finally, on the basis of what
we've found so far it seems that the
inclusion of nativity helps to
demonstrate within-race heteroaeneitv
and provides evidence that disparities
are associated with, but not due to
race. Further analyses in pursuit of
synergistic factors may identify the
underlying risk factors. If this line of
work continues to be fruitful, we may
some day see an entry in the Catalog of
University Presentations, "Issues to
Consider When Analyzing Data on Race."

The authors would like to thank the
following colleagues for helpful
suggestions on an earlier draft: Drs.
Gary King, Hal Marks, Holger Hansen, and
David Gregorio.
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CONTRIBUTION OF DEVELOPMENTAL DISABILITIES TO CHILDHOOD MORTALITY
IN THE UNITED STATES: A MULTIPLE CAUSE-OF-DEATH ANALYSIS

Coleen  A. Boyle, Centers for Disease  Control and Prevention
Pierre Decoufle,

Developmental disabilities, a
heterogeneous group of childhood
conditions involving neurologic,
cognitive, neuromuscular, and sensory
impairments, are relatively common.'
According to a 1988 National Health
Interview Survey, 17% of children less
than 18 years of age were reported to
have at some time had a developmental
disability.2 Data from the U.S.
Department of Education for the same
year indicated that 10% of U.S. children
received special education services for
one or more developmental disabilities.3

Many, if not most, developmental
disabilities are chronic and can have a
major impact on a child's quality of
life. Recent analyses of National
Health Interview Survey data indicated
that compared with other children,
children with developmental disabilities
have 50% more doctor visits, 3.5 times
more hospital-days, twice the number of
school-days lost and a 2.5 fold increase
in grade retention.2 Further, about 30%
of children with developmental
disabilities have multiple disabilities
that have an even greater impact on
their school functioning and use of
medical care.2

Because of the high prevalence of
developmental disabilities, the chronic
nature of these conditions, and the
heavy burden on the child's functioning,
one might anticipate that developmental
disabilities are important contributors
to childhood mortality. We used the
National Center for Health Statistics
(NCHS) multiple cause-of-death data to
explore this issue.

Our choice of a multiple cause-of-
death strategy for the analysis was
based on findings for other chronic
diseases. Because of the long duration
between disease onset and death for many
of these conditions, such conditions are
often underrepresented as the underlying
causes of death in mortality
statistics.4*s  The one relevant study of
a developmental disability, a British
cohort study of cause of death among
children with cerebral palsy, found
similar results: cerebral palsy was
underrepresented as the underlying cause
of death, and other conditions
representing immediate causes or
"terminal events" were overrepresented,
especially among older children.6

METHODS
We used the NCHS multiple-cause-of-

death data for children ages 1 to 19
years for the calendar years 1980 and

Patricia Holmgreen

1983 through 1989. We did not include
1981 and 1982 because multiple-cause-of
-death coding was incomplete for these 2
years.

A death was considered to be
related to a developmental disability if
one or more developmental disabilities
were coded as either the underlying or a
contributing cause. NCHS multiple-
cause-of-death coding includes up to 20
causes of death, one of which is
assigned as the underlying cause.7

The conditions we included in the
analysis and the corresponding ICD-9
codes are listed in Table 1. These
included the major developmental
disabilities, such as mental retardation
and epilepsy, as well as developmental
disabilities less commonly associated
with increased risk of mortality, such
as learning disorders and attention
deficit disorder. We did not include
childhood psychiatric disorders other
than infantile autism or pervasive
developmental disorder. We examined the
rank order for the leading nontraumatic
underlying causes of death using the
classification scheme of Hockelman and
Pless.8 This scheme collapses the 72
standard cause of death categories used
by NCHS into 16 categories more
appropriate for childhood mortality. In
addition, we included only nontraumatic
causes of death in the ranking of
underlying cause so as to view
developmental disabilities relative to
other nontraumatic causes of death. We
did, however, include traumatic causes
of death in the multiple-cause analysis.
For clarity, only the five leading non-
traumatic causes were displayed in the
Figure.

We did not examine calendar year
trends, since only a 10 year period was
represented. However, we did examine
separately the contribution of
develoomental  disabilities to childhood
mortality for children within four 5-
year age groups; for whites, blacks, and
other races; and for males and females.

RESULTS
The Figure shows the average annual

death rates by 5-year age group for the
5 leading nontraumatic or disease-
related causes of death. The age-
specific curve for developmental
disabilities is J-shaped which is
similar to that for the other leading
causes except congenital malformations.
On the basis of the underlying cause of
death alone, developmental disabilities
rank fifth as a cause of death for
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children less than 15 years of age and
third for children 15-19 years of age.

Table 2 shows the results of our
multiple-cause-of-death analysis. When
we included the contributing causes of
death the number of deaths related to
developmental disabilities increased
74%, from 6,049 to 10,514. In a similar
analysis for congenital malformations
and neoplaems, two major causes of
childhood mortality, and the proportion
of deaths coded only to contributing
causes was considerably smaller: 27% for
congenital malformations and 7% for
neoplasme.

The largest percent increases for
the individual developmental
disabilities were found for the least
frequent causes of death, namely autism,
attention deficit disorder, learning
disorders, blindness, and deafness
(Table 3). These developmental
disabilities were listed as the
underlying cause of only 32 deaths, but
they were associated with 475 deaths
based on a multiple-cause-of-death
approach, with blindness and learning
disorders coded as contributing causes
for the vast majority (83%) of these
deaths. Cerebral palsy was the most
common cause of death with either the
underlying or multiple-cause-of-death
approach. Mental retardation was the
fourth most common underlying cause but
moved up to the second most common when
we included underlying and contributing
cause information.

Of the 10,514 deaths related to
developmental disabilities that we
examined, 14% had more than one
developmental disability listed as a
cause of death. The most frequently
occurring combination was mental
retardation and cerebral palsy which
accounted for 65% of the deaths
involving multiple developmental
disabilities. The joint occurrence of
mental retardation and epilepsy and of
cerebral palsy and epilepsy each
accounted for about 12% of deaths
involving multiple developmental
disabilities.

Table 4 shows the major underlying
causes for those deaths where a
developmental disability was coded as a
contributing cause. Infectious diseases
were the leading underlying cause for
such deaths, with 22% coded to an
infectious disease. other major causes
included congenital malformations,
respiratory diseases, cardiovascular
diseases, and injuries. As a
comparison, a similar type of analysis
was done for congenital malformations
and neoplasms. Again, infectious
diseases was the leading underlying
cause for both, with cardiovascular
diseases, respiratory diseases, and
injuries also ranking as major causes.

Table 5 shows the rates of

developmental disability-related deaths
by age, race, and sex. The age-specific
curve for all developmental dieability-
related deaths combined was U-shaped,
with the mortality rates highest in the
youngest and oldest age groups. This is
in contrast to a more J-shaped curve
(Figure) when only underlying cause of
,death is used, reflecting a decrease
with age in the proportion of
developmental disability deaths coded to
contributing causes. Rates were highest
among blacks and lowest among race
groups other than whites or blacks, and
rates were higher among males than among
females.

The age-specific mortality rates
for children with each of the four
leading developmental disability causes
of death, cerebral palsy, mental
retardation, muscular dystrophy, and
epilepsy were somewhat different from
the overall patterns. The rates of
mortality associated with mental
retardation and cerebral palsy were
highest in the youngest age group,
whereas the mortality associated with
muscular dystrophy .increaeed with age.
Except for white children having higher
rates of muscular dystrophy-related
deaths, the race-specific patterns did
not vary considerably from the overall
developmental disability patterns.
Finally, males had higher rates for
deaths associated with cerebral palsy
and muscular dystrophy but not for
deaths associated with the other
developmental disabilities.

DISCUSSION
We showed that on the basis of

underlying cause of death alone,
developmental disabilities ranked as the
fifth most common nontraumatic cause of
death overall for children 1 to 19 years
of age and the third most common cause
for children 15-19 years of age. We did
not attempt to use the multiple-cause-
of-death approach to rank the major
nontraumatic causes of death.
Obviously, the usefulness of this
approach for causes of death other than
developmental disabilities would vary
considerably.

We also showed that using a
multiple-cause-of-death strategy
increased the absolute number of deaths
classified as associated with
developmental disabilities by 74%.
Thus, in close to 40% of all deaths
involving developmental disabilities,
the developmental disability was coded
as a contributing cause. Developmental
disabilities were more likely than other
major non-traumatic causes of childhood
mortality (e.g., neoplaems and
congenital malformations) to be coded as
contributing causes of death. This
increased likelihood, however, may be
related to the interval between the
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Onset of a developmental disability and
death being longer than that between the
onset of neoplasms and congenital
malformations and death.

Two issues should be addressed
regarding the reporting of developmental
disabilities on death certificates. The
first is the possibility that
developmental disabilities,were
underreported even with the multiple-
cause-of-death approach. According to
the World Health Organization rules of
death certification, if the
developmental disability Qnfavourably
influenced the course of the morbid
process,l' even if it was not directly
related to the disease or condition that
caused the death, it should be mentioned
as a contributing cause on the
certificate.1o However, evidence from a
British cohort study of mortality in
children with cerebral palsy, found that
in 38% of deaths there was no mention of
cerebral palsy on the death certificate,
a proportion which increased with the
age of the child.6 Perhaps, our finding
of a decrease with age in the proportion
of developmental disability-related
deaths coded only as a contributing
cause is further evidence that
developmental disabilities are less
likely to be listed as a contributing
cause as the interval between disease
onset and death increases.

The second issue is whether
developmental disabilities were
underreported as the underlying cause of
death. Obviously, the long interval
between disease onset and death which
occurs for many of the developmental
disabilities, increases the likelihood
of another disease developing which is
then recoded as the underlying cause.u
However, methodologic studies of other
chronic debilitating conditions, such
as, diabetes and rheumatoid arthritis,
suggest that they are underreported as
the underlying cause from death
certificate information.4*5 A medical
record review of deaths among children
with cerebral palsy has suggested that
respiratory diseases were
overrepresented and cerebral palsy
underrepresented as the underlying
causes of death.6 We examined the types
of underlying causes for developmental
disability deaths coded only as a
contributing cause. The major causes
represented included  infectious,
respiratory, and cardiovascular
diseases. A study comparing autopsy and
medical examiner's reports with death
certificate information found that
causes, such as respiratory diseases,
are often terminal events rather than
underlying causes.12

cerebral palsy was the
developmental disability most often
mentioned as a cause of death. This may
not be surprising given the neurologic

and neuromuscular involvement and
secondary conditions associated with
cerebral palsy. Even though the
prevalence of mental retardation is many
times higher than the prevalence of
cerebral palsy, mental retardation
ranked only second as a cause of death
among the developmental disabilities
examined here -- and even then only when
rankings were based on results of the
multiple-cause-of-death analysis.' This
may reflect a real difference (i.e.,
that the mortality rate associated with
cerebral palsy is considerably higher
than that associated with mental
retardation), or, it may reflect the
tendency of the certifier to attribute
death to the more obvious physical
disability associated with cerebral
palsy. Similarly, the fourfold
increase that we found in the number of
deaths related to mental retardation
when we included the contributing causes
of death may reflect a reluctance on the
part of the certifier to attribute the
death to mental retardation because of
the limited physical disability
associated with this condition.

The age-specific aaortality curve
for developmental disability-related
deaths is similar to the pattern of
childhood mortality in general-- a
pattern influenced by an increasing
incidence of disease with age.
the majority of developmental

Since,

disabilities have their onset in the
first few years of life, the high
mortality in the l-4 year old8 probably
represents the most severely affected
children. The high mortality rate in
the 15-19 year olds may represent the
increased vulnerability of the older
disabled child.

Regarding the higher disability-
related mortality in blacks and in
males, the higher prevalence rates of
some developmental disabilities in these
subgroups could explain the mortality
patterns.lsls Differential rates of
survival, however, may also play a role.

In summary, we found that
developmental disabilities are among the
leading nontraumatic causes of childhood
mortality and that a mult‘iple-cause-of-
death approach is necessary to
appreciate the full magnitude of this
impact. Although we believe that
multiple-cause-of-death information more
accurately reflects the.burden of
mortality attributed to developmental
disabilities, specific patterns in our
results suggest that even this approach
may underestimate the degree to which
mortality is associated with
developmental disabilities.
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Table 1: Specific conditions and corresponding W-9  codes used in the developmental disabilities
analvsis.

Condition ICD-9 Codes *

Autism 299

Attention deficit disorder 314

Learning disorder 315

Mental retardation 317-319

Cerebral palsy 333.2, 333.7, 342-344

Epilepsy 345

Muscular dystrophy 359

Blindness 369

Deafness
* Includes all 4th-digit  codes unless otherwise indrcated.

369

Table 2. Number and rete/lOO,OOO  for deaths involving a developmental disability congenital
malformation, and neoplasm among children l-19 years of age based on underlying and multiple
cause of death, United States, 1980, 198389.

Cause (ICD-9)

Developmental
disabilities

Underlying cause of death

No. Rate

6,049 1.13

Underlying or contributing
cause of death
No. Rate

10,514 1.96

Congenital
malformations

Neoplasms

13,242 2.47 16,671 3.14

22,936 4.27 24,527 4.57

Table 3. Number and rate/lOO,OOO  for deaths due to developmental disabilities (DD) among
children l-19 years of age based on underlying and multiple cause of death by specific type of DD
death, United States. 1980. 1983-89.

DD cause* (ICD-9)

Autism (299)

Underlying cause of death Multiple cause of death

No. Rate No. Rate

2 + 21 +

Attention deficit disorder (314) 0 - 6 +

Learning disorder (315) 29 0.01 227 0.04

Mental retardation (317 - 319) 741 0.14 3166 0.59

Cerebral Palsy (342-344) 2665 0.50 5049 0.94

Epilepsy (345) 1039 0.19 1654 0.31

Muscular dystrophy (359) 1552 0.29 1789 0.33

Blindness (369) 1 + 168 0.03

Deafness (389) 0 - 55 0.01
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Table 4. Underlying cause in developmental disability, congenital malformation, and neoplasm
deaths coded as a contributing cause for children l-19 years of age, United States, 1980, 1983-
89.

Underlying cause

Infectious diseases

Congenital malformations

Developmental
disabilities
No. %

995 22

906 20

Congential
malformations
No. %

843 23

_ _

Neoplasms

No. %

550 31

72 5

Cardiovascular diseases 466 9 607 17 205 13

Injuries 380 9 314 9 116 7

Nervous system diseases 250 6 180 5 68 4

Gastrointestinal and other 231 5 162 4 55 3
digestive system diseases

Respiratory system diseases 821 18 279 8 230 14

Neoplasms 142 3 220 6 _ _

Developmental disabilities - - 203 6 13 1

Table 5. Number and rate per 100,000 for deaths
involving developmental disabilities* among children
ages l-19 years of age by age race, and sex,
United states, 1980, 1984-1989.

Age :
1 - 4 y e a r s
5- 9 years
10 - 14 years
1 5  - 1 9  y e a r s

No. Rate

2,524 1.96
2,010 2.23
2,289 1 . 4 7
3 , 6 9 1 2 . 4 6

Race:
W h i t e
Black
Other

Sex:
Male
Female

8 , 0 9 2 1 . 8 6
2,181 2.67

241 1.25

6,409 2.34
4,105 1.56

*Based on multiple causes of death
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DEFINITIONS OF DISABILITY AND THEIR MEASUREMENT AND
OPERATIONALIZATION IN SURVEY DATA

Barbara M. Altman
Agency for Health Care Policy and Research

Capturing the essential medical,
physical and social aspects of disability
by means of survey data is a difficult
task. An extensive literature has
examined and elaborated the definition of
disability into various conceptual models
in order to facilitate the
operationalization and eventual
measurement of that phenomenon (Nagi,
1965; Wood, 1975; Wan, 1974; Williams,
1979). The purpose of these models is to
reduce confusion of the terms impairment,
disability and handicap by explicating the
exact relationships among these terms.

The commonly accepted model in use
originated with Nagi (1965). It
identifies a pathology or disease state
which can lead to an impairment which
becomes the basis which can lead to some
functional limitation. In the original
model, these elements are associated with

disability which
disjunction between

represents a
the individual and

their environment and is recognized by a
modification in social role behavior. An
extension of the model by Wood (1975;
1980) also incorporates the concept of
handicap which reflects the disadvantaged
status a person with a disability can
experience in their social role
environment. Pathology and/or impairment
then, represent the biophysical
manifestation of a problem and functional
limitation is the resulting physiological
outcome. Disability is the individual
behavior associated with the
pathology/impairment and/or functional
limitation and handicap is the resulting
experience for the individual with a
disability as the result of behaviors of
persons and organizations toward the
individual with a disability.

Theoretical models of disability are
useful because as abstractions of the area
of focus in the real world they identify
the key concepts and their relationships.
However, in order to develop empirical
representations, the process of defining
the concepts that make up the theory is
the first step in narrowing the conceptual
field. In a social situation, multiple
definitions of a concept may exist
depending on the vantage point of the
observer. At the point that one
definition is chosen, it creates a sizable
gap between the theoretical concept and
the empirical representation by limiting
the form of questions or indicators to
ideas relevant to the unidimensional
definition.

The more complex the social
phenomenon being defined, the greater the

possible variety in aperationalization.
Blalock (1968; 1979) discussed the concept
of prejudice and showed that one
definition will not suffice for all
circumstances. In the same
disability is a complex social phenomzi&
that involves the interaction of
individuals with specific limitations,
possibly due to a physical impairment,
with their identity, their physical and
social surroundings, and the societal
culture. Disability, then, is undefinable
empirically unless one reduces the focus
of the definition to a specific aspect of
experience. Blalock (1968;1979) offered
the possibility that a theoretical concept
could have a number of different
operationalizations and associated
indices, "provided it 'does not lead to
endless bickering about which of the
procedures is really measuring prejudice
(the essence of which
understood).

is presumed
*' Blalock's point is that

the research process can be used to
clarify theoretical concepts.

This paper follows from Blalock's
discussion. Though much effort has been
spent on refining the definition of
disability and
classification

the development of a
system to improve its

operationalization (Nagi, 1965; 1979;
Wood, 1975; 1980), less attention has been
paid to what can be learned from measures
already available and in use on a regular
basis. Confusion exists also because of
the origin of measures of disability
already in use which have been developed
to address specific policy issues. The
case of administrative decision making
requires an exact demarcation between
persons with and without disabilities for
the distribution of scarce resources.
This explains the emphasis on the measure
of work limitation that has been used
f;;;;sively (Krause, 1976; Duckworth,

. Demographic estimates and
epidemiological research require a much
different kind of measure and indicators
of types of conditions and types of
functional limitations or task limitations
have been collected (Census and NCHS).

Slater et al (1974) identified six
different types of definitions in their
operationalization of the concept of
disability for a study designed to measure
prevalence of persons with disabilities.
These definitions ranged from subjective
definitions of the individual to community
definitions.
identified

Krause (1976) more concisely
three basic groupings of

definitions of disability in terms of
biophysiological, administrativeorlegal,
or social role aspects of the concept. It
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is my objective to use five indicators
representing the three types of
definitions proposed by Krause (1976) and
to examine their convergence or divergence
in identifying a population which can be
called disabled. The importance of this
convergence/divergence to theoretical
development, future data collection and
policy analysis will be discussed.

DATA AND METHODS

A. Discussion of NMES
The data used for this study are from

the Household Survey Component of the 1987
National Medical Expenditure Survey which
was based on a representative sample of
the civilian noninstitutionalized U.S.
population. The entire household survey
was fielded in four rounds of interviews
at approximately four month intervals with
a fifth short telephone interview at the
end. All four rounds of data were used
here to provide estimates of some of the
measures, particularly indicators of
chronic conditions or impairments and
disability days. The last round of data
provides the information on receipt of
disability benefits.

The survey also included a self-
administered questionnaire on health
status which was completed during the
third round of data collection. Variables
measuring disability via role limitations
and functional limitations were drawn from
this supplement. Other details and
information on the sampling and survey
procedures are available in Edwards and
Berlin (1989).

B. Description of Five Measures
Five indicators were used to

represent the three types of disability
definitions. They were created as
follows:

Bionhvsiolosical Measures

1. Chronic Conditions and Impairment -
Data on conditions associated with
physician visits, hospitalizations,
emergency room use, home health care,
medication use and disability days were
identified by survey respondents and coded
according to the ICD9 specifications,
using procedures developed for the
National Health Interview Survey. This
indicator was created starting with all
these ICD9 codes. In conjunction with a
physician, Dr. James Panagis, this author
identified physical biological
conditions which are recogOnfzed medically

chronic but controllable or
ZEgenerative  (such as diabetes, arthritis)
or life threatening at onset with residual
damage or threat after control (such as
stroke) or impairments which resulted from
disease, accident or birth defects but are

longer
;:thology

associated with an active
(such as amputations,

blindness). Short-term and infectious
diseases were not included. The exact
ICD9 codes used are listed in the
appendix. The limitation of this measure
is that health conditions were self-
reported and associated with some form of
medical treatment or disability days.
Persons with conditions who reDorted no
disability days during the year or did not
have need for medical care will be missinc
from this measure.

2. Functional Limitations - This measure
focuses on physical functioning and uses
three questions from the self-administered
questionnaire which ask about trouble
walking, climbing stairs, bending, lifting
and stooping. The precise questions and
methods of constructing the variable are
detailed in the appendix.

Social Role/Behavior Measures

1. Role Limitations - This measure is a
classic one used in the National Health
Interview Survey. It is based on four
questions from the self-administered
questionnaire that ascertain if the
individual is kept from working, is
limited in the kind or amounts of work,
housework or schoolwork they can do
because of their health or is limited in
activities apart from the work role
because of health. The questions and the
methods of construction of this variable
are detailed in the appendix.

2. Bed Disability Days - This measure is
limited to any days for which the
respondent was bedridden or hospitalized
because of a health problem. The total
number of days was accumulated for the
year. For use as a categorical variable,
those with 30 or fewer bed days were
considered not disabled, while an
indication of 31 or more bed days was
considered to reflect a disability.
Disability days have usually been
considered a measure of illness and used
by economists in that way. Bed days can
be considered a measure of severity or
functional limitation if the individual
does not have the ability to leave bed.
However they also reflect behavior if an
individual chooses to remain in bed or if
circumstances are such that the individual
does not have the assistance necessary to
get out of bed or get dressed. In this
latter case the concept of handicap rather
than disability may be an interpretation
(Chamie, 1993, personal communication).2

Administrative/Lesal Measure

1. Disability Benefits - This measure was
based on information that the individual
received, SSI, Social Security or a
Pension because of a disability.
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RESULTS

One of the first uses of a measure of
disability is to estimate its prevalence
in the society. Since each measure being
used here is associated with one aspect or
definition of disability, it is logical
that the prevalence estimates generated by
each measure should differ. The results
are exhibited in Figure 1. The measure
which reflects the biophysiological
definition associated with medical care,
chronic conditions/impairments, defines
the largest group, or about 30 percent of
the working age population. At the other
extreme, disability bed days define
disability in terms of behavior associated
with severe limitation in all activity or
actual number of days spent in bed during
the year. By this measure only 1.4
percent of the working age population are
;yo limited that they spend 31 days or more
in bed or in the hospital.

In Figure 1, we also see that persons
who have applied for and met
administrative or legal definitions of
disability and receive disability benefits
account for 4 percent of the working age
population. Persons with role limitations
which include other activities besides
work, are more prevalent than those who
indicate functional limitations; the
reverse might have been anticipated from
the accepted theoretical model of
disability which indicates the
hierarchical sequencing of
pathology/impairment - functional
limitation - disability.

If one were to examine the congruence
of these measures based on the accepted
model of disability discussed in the
introduction, the expected relationship
would be a hierarchical one as represented
in Figure 2. A nested effect would result
from the continued narrowing of the
definitions. Persons with chronic
conditions or impairments would not all be
expected to experience functional
limitations, while persons with chronic
conditions and functional limitations
would not necessarily be expected to have
role limitations and so forth.

Combining those measures using actual
data, however, results in a somewhat
different picture shown in Figure 3.' The
actual prevalence distribution differs
from that expected in two very important
ways: (1) those with role limitations are
a larger group than those with functional
limitations, so that their position in the
model is reversed; (2) many of the
respondents indicated a disability on only
one measure, including but not limited to
chronic conditions, so that a good
proportion of the population identified by
the five measures do not overlap at all.

Examining. the pattern of congruence
in Figure 4, we find that the proportions
of persons that have convergence of from
two through five of the measures follows

the hierarchical pattern expected, at
least numerically, based on the
proportions in each group of combinations.
As would have been predicted from the
expected nested model, those convergent on
all of the five measures would be the
smallest group. In this instance they
make up 1.2 percent of the disabled
population. However, among all persons
identified as disabled by any of the five
variables, the largest group, 53.5
percent, are identified by only one
indicator.

When we estimate self-reported
prevalence of disability based on measures
that theoretically should be congruent, we
find that all five measures taken together
identify as much as 43.7 percent of the
working age population as having some
indication of disabilitye4 In Figure 5,
the left hand column shows that 46.5
percent of the total group identified as
disabled are categorized as having a
disability on two or more measures. The
remaining 53.5 percent are identified as
disabled on only one measure. In the same
graph, those two groups are used to
estimate prevalence separately.
prevalence rate of 20.3 percent of tht
working age population is associated with
those who are defined as disabled on two
or more measures, while an additional 23.4
percent of the working age population are
identified by only one measure.

Since the total prevalence rate, 43.7
percent, far exceeds what would have been
considered the maximum rate of prevalence
associated with the chronic condition
measure, 29.7 percent, it suggests either
the nesting effect predicted by theory is
not necessarily accurate or the
possibility of inadequate
operationalisation of the definitions or
other methodological problems. This
combined with the indications of
prevalence of limitations beyond those
a ssociated with chronic
conditions/impairments describedby Figure
3 leads us to examine the relationship of
the chronic condition/impairment measure
with the other measures used here.

Some patterns of congruence have been
noted in the literature but not fully
examined. McNeil (1989) found that many
with functional limitations do not have
work limitations and many with work
limitations report no functional
limitations. A report for the U. S.
Department of Health and Human Resources
(1989) demonstrated the lack of total
convergence of measures of work
limitation, functional limitation and
receipt of disability benefits for the
working age population. An underlying
assumption in both instances is that such
indications of work or functional
limitations were directly related to
health status. The value of the current
analysis lies in its ability to use data
on chronic conditions/impairments which
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can be incorporated into the modeling.
Figure 6 displays the results when

the congruence between the chronic
condition/impairment measure and the four
other measures of disability were
examined. In keeping with the theoretical
model pictured in Figure 2, we find that
35 percent of the individuals have a
chronic condition or impairment only. A
second group shows some congruence between
the chronic conditions/impainnentsmeasure
and at least one other measure that the
theory and model predict. Thirty-four
percent of the individuals have the
combination giving us convergence between
the major biophysiological measure and
either the other biophysiological measure
or the social role or legal measures.
These individuals may be considered to
represent, in actuality, the closest
approximation to the definition of
disability as identified by the current
theoretical model.

However, there is a third group
identified in Figure 6, those who indicate
a disability on one of the role,
functional or administrative measures but
who do not indicate a chronic illness or
impairment within the bounds the
operationalization of that variable in the
NMES survey. They account for 32 percent
of the persons identified by these
measures or 13.8 percent of the working
age population. Taken at face value, this
indicates some limitations with our
definitions or problems with measurement,
or both.

DISCUSSION

The results presented confirm that
measurement of disability in survey data
is difficult and very dependent on the
conceptual definitions employed and the
operationalization of those definitions in
terms of questions and methodology. This
finding from the National Medical
expenditure Survey supplements a long
series of methodological work such as that
by Haber (1990) examining the factors
affecting variations in prevalence
estimates from various surveys and by
McNeil (1993) on the continuing questions
of validity and reliability as reflected
in the different estimates of prevalence
associated with different measures. The
results take on renewed importance in
light of the current policy issues.
Health care reform and the implementation
of the Americans with Disabilities Act
require increased research immediately.
The results are also relevant for the
collection of an improved data set with a
much broader elaboration of the concept of
disability and the social context in which
it is produced. The following discussion
explores theoretical, methodological and
analysis issues in the context of some of
the results.

One interesting result of this

analysis is the pattern of congruence of
the chronic condition/impairment measure
with role limitation functional
limitataion or administrative measure of
disability. In one third of the
respondents it is apparent that chronic
conditions and impairments are not
associated with any disability. Since
illness need not produce disability this
result is not unexpected. A second group
demonstrates at least some convergence
among the variables in accordance to the
theoretical model. However, the final
group indicates a disability without a
corresponding condition or impairment.
While some of this discrepancy may be
explained by mental and emotional
conditions which are not included in the
chronic condition/impairment measure, it
is not known if that is the explanation.
In fact, preliminary examination of that
group indicate this is not the case.
Further examination of this group is
necessary to ascertain what
characteristics of the population or
methodological problems contribute to the
discrepancies.

This raises questions about the
underlying theory and the assumption that
health problems are the only causes of
functional and role limitations and
thereby disability. Since disability is
actually a relational concept which goes
beyond individual limitations and
attributes and includes the actual
physical and social environment as well as
the reactions of others (Nagi, 1989), the
causative agents may be outside the
individual. Therefore measurement of
disability can not take place only at the
individual attribute level although it
could be measured as an outcome, i.e. the
inability to work. Theoretically, is this
disjunction of the individual from the
social context central to the concept of
disability or is the causal link with ill
health an essential ingredient? If health
is an essential ingredient, how are we to
understand the group with limitations but
without reported associated health
conditions? Or is it our understanding of
health that is in need of expansion to
include more than clinically defined
manifestations?

From a methodological perspective, it
is important that all the questions
associated with the role limitation and
functional limitation measures in this
analysis did include the concept of health
as the causative agent; "Do you have any
trouble walking one block because of your
health?". What then causes the
contradiction that limitations are health
related but no evidence of a condition is
provided? Are respondents ignoring the
health aspects of the limitation measures
or is health interpreted differently? In
NMES the role and function questions
directly followed a generalized question
about health status. Would it be more
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appropriate to use a question asking about
limitation without reference to cause
following it by one that asked the cause?
The effects of location and wording of
questions are known to influence the
responses, the combinations of concepts in
a question, such as limitations and
health, may also be a factor that needs
investigation.

These theoretical and methodological
issues are important to the improvement of
data that is collected in the future.
However, our immediate problem is the
influence of definitional and thereby
measurement inconsistencies on analysis
related to the policy decision process
taking place now. One area of concern
that follows from this analysis is how do
the various measures, which represent
different facets of the concept of
disability and identify different
individuals, differ in their explanatory
capacity in research, particularly policy
research. Are the results as varied as
the prevalence rates associated with each
measure? In light of the lack of
convergence of the measures, what is the
generalizability of findings from the use
of a single definition to the population
with disabilities or the target population
of the particular policy in question? We
have taken a multidimensional experience
and reduced it into a few of its major
components in order to accomplish the
measurement process. Although single
indicators are useful for comparing
different populations and examining what
may be happening in an aggregate
population, it is important to recognize
that they are not the most sensitive
measures of disability in a population.

A true understanding of the
limitations of the measure being used goes
a long way toward interpreting the
findings appropriately. Investigation of
the relationship of the measure of choice
to other measures of disability may help
improve this interpretation process. The
.consideration and investigation of
composite measures, using available
indicators, may be worthwhile. Some feel
that disability, like "quality of life,"
contains so many facets of objective and
subjective experience that it can not be
measured at all. However, understanding
the strengths and limitations of the
measures currently available and choosing
the appropriate single or combination of
indicators should be useful in informing
the policy issues that face us today.

APPENDIX and BIBLIOGRAPHY are available
from the author on request.

ENDNOTES

1. Blalock was discussing the
conceptualization and operationalization
of prejudice, however, the discuddion is
easily applied to the concept of

disability as well.

2. Disability days are included in this
analysis becasue it is a measure commonly
used in some areas. Its accuracy as a
measure of disability is not the question
here, rather I am concerned with examining
what currrently used measures can
contribute to furthering our understanding
of the concept of disability and the
measurement process.

3. Neither this figure or the next one is
drawn to actual scale.

4. The size of the population identified
as disabled by the combination of all five
measures demonstrates that the various
definitions of disability used to guide
the empirical measures may lack
specificity, or the questions or methods
used to elicit the data from respondents
may not adequately reflect the
definitions. If the measures were truly
convergent, the prevalence rate for all
five measures should not be greater thatn
for the single measure which estimated the
highest prevalence rate.
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B - Functional
Limitations
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All Persons Identified by Measures
as Disabled

Figure 4

Convergence of Chronic Conditions/
Impairments with other Measures

Figure 6

Chmnkllmplr  Only
35%

All Persons Identified by Measures
as Disabled
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APPLICATIONS OF THE CHART:
CRAIG HANDICAP ASSESSMENT AND REPORTING TECHNIQUE

Gale G. Whiteneck, Craig Hospital

"ithin the World Health Organizationle  (WHO)  model
Of impairment,  disability, and handicap, handicap
has received the least attention. Similarly,
within most rehabilitation facilities there hae
been far more attention paid to documenting organ
system functioning (or impairment) and
independence in activitiee of daily living (or
disability) than in documenting the fulfillment of
social  roles (or handicap). It has been my effort
to focus  greater attention on handicap as a
primary outcome of rehabilitation for people with
disabilitiee and to develop a measure to quantify
handicap. To that end, this presentation
endeavors to: explain why it ie important to
measure handicap; develop a conceptual basis for
handicap; describe various attempt5 to measure
handicap with particular attention to our
strategies for designing the Craig Handicap
Assessment and Reporting Technique (CHART);
describe a few applications of CHART in the
research; and suggest the next steps needed in the
field of handicap assessment.

Over the years, the great disparity between what
we say we do in rehabilitation and what outcome5
we spend our time measuring has been troubling.
The rhetoric of rehabilitation is that we
reintegrate people with disabilities back into
their communities as active, independent,
productive members of society with a high quality
of life. But what is really measured in the
process, as evidenced by patient records, is motor
and sensory function (is. impairment), and a
variety of ADL and functional skills such as
eating, bathing, and transfers, (ie. disability).
But little time is spent documenting the outcome5
that are broader in scope. If community
integration, independent living, social role
fulfillment, productivity, and quality of life are
the ultimate reasons for the existence of
rehabilitation, why don't we measure these
outcome5 more often? Why do we have so many
measure5 of impairment and disability and so few
measures of handicap?

The ConceDtual  Basis For Handicao

The World Health Organization model of disablement
has provided considerable clarification
differentiating between the key concept5 of
impairment, disability, and handicap. Obviously,
there is a lot of dissatisfaction with the term
handicap, because of its pejorative meaning in
every day u5e. Although theorists and agencies
may choose other word5 to describe outcomes in the
community and the fulfillment of normal societal
roles, the World Health Organization's model,
conceptualization, and terminology will be
retained for this presentation.

The disablement process from impairment to
disability to handicap provides an understanding
of the outcomes of two integrated but distinct
components of rehabilitation, which Dr. Mark
Fuhrer has labeled medical rehabilitation and
psychosocial rehabilitation. These two
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rehabilitation processes have two distinct goal53
the goal of medical rehabilitation i5 to
minimize disability for given levels of
impairment; psychosocial rehabilitation goals
focus around minimizing handicap for a given
degree of disability.

These two components of rehabilitation OCCUr
eimultaneously,  but have different interVentiCns-
Medical rehabilitation follow5 the medical model
with medical  management, treatment and procedures,
rehabilitation nursing, physical and occuPationa
therapy, adaptive equipment, and substantial

skills training. Psychosocial rehabilitation

follows the educational model, utilizing patient
education, couneeling, vocational service,

recreational therapy, public education, and

advocacy.

Additionally, medical and psychosocial

rehabilitation components are different in their
constraints. Medical rehabilitation is
constrained by associated injuries, medical

complications, pre-existing conditions, inadequate
funding, and poor access to services. Psychosocial
rehabilitation , on the other hand, is limited

by such thing as poor support networks,

environmental barriers, societal discrimination,

financial disincentives, and a host of pre-injury

factors.

From all of this, it can be concluded that

handicap should be the primary outcome measure of
psychosocial rehabilitation just like disability
is the primary outcome measure of the medical
rehabilitation component of the rehabilitation
process.

Qualitv of Life and Iiandicao

Quality of life is the catch-phrase to describe
the broadest goal5 of rehabilitation. Because, as
a term it may be too expansive, two separate

components of quality of life might be

differentiated: Subjective and objective quality
of life. In the first component, objective
observable criteria exist which society uses to
evaluate the quality of anyone's existence. These

objective criteria include where and with whom
people live, what friends they have, what their
jobs are, how much money they have, and how they
spend their time. From these observable factors,
conclusions are drawn about the quality of an
individual'5 life. The second component of

quality of life contain5 the subjective

perceptions individuals have about the quality of
their own existence. This component has more to
do with personal satisfaction than with objective
criteria others might observe.

Quality of life, therefore, can be conceptualized
as both the degree to which an individual's life
meets the expectations of others and the degree to
which an individual's life meets his or her own
expectations. The objective component of quality

of life, it seems, may be synonymous with the

concept of handicap in the World Health

Organization model of disablement.



Just like handicap needs to be differentiated from
the broader concepts of quality of life and
subjective well-being, handicap also must be
differentiated from its sources. There is no
denying that impairment and disability are major
causes of handicap, but they are not synonymous
with handicap. Everyone can think of people who
have significant impairments and dieabilities,  but
are not handicapped because they are active,
productive members of society, fulfilling many
social roles just as well as non-disabled persons.
Likewise, handicap is influenced by many internal
factors - such as demographic factors, pre-injury
characteristics, personality and motivation - even
though handicap is also distinct from these
factors. Many external factors alao contribute to
handicap including environmental barriera,
societal discrimination, financial disincentives,
and limited resourcea, but these, too are distinct
from the resultant handicap. Handicap ia the
failure to fulfill normal non-disabled role
expectations for whatever reason.

The Measurement of HandicaD

So, how do we go about meaauring handicap? Three
measurement atrategiea are suggested. It is
important to document what people do in the
community, decide what value society places on
those behaviors and, finally, compare the value of
what is observed with the expectations of non-
disabled members of society.

Efforts to assess handicap have included a variety
of individual gueationa. Almost any follow-up
survey asks gueationa about marital atatus,
employment, and living situation, all of which
constitutes a portion of the handicap domain.
There are a variety of instruments that look at
activities that are performed by individuals in
the community including the Activities Pattern
Indicator, and the Self-Observation and Report
Technique. The Independent Living Outcomes
Measure not only assesses alternative outcomes
related to independent living, but values them to
create a score. Finally, more recently, the
CHART and the Community Integration Questionnaire
have been developed to examine at the concept of
handicap directly. The Community Integration
Questionnaire has focused on the traumatic brain
injury area, looking at the dimension of family
functioning, social integration, and productivity.

CHART, has specifically attempted to follow the
conceptual framework of the #World Health
Organization and has developed scales for five of
the six dimensions identified by the WI-IO,
including physical independence, mobility,
occupation, social integration, and economic self-
sufficiency. The sixth dimension of handicap -
orientation - is currently under development.

In developing CHART, efforts were made both to
identify the correct content for the scale, and to
utilize the conceptual model of WHO to accomplish
that. Objective questions, that are easily
answerable and are of a behavioral nature, were
designed to guarantee that CHART would be an
actual measure, there was a commitment from the
start to developing scales , or values of O-100, so

that there was a number attached to it. Too many
of the individual itema in the paat simply asked
gueetiona without scoring of any kind, let alone
interval scales. And, CHART was designed to be
norm-referenced. Conceptually, it was important
that the expectations of persons with disabilities
be the same expectations that would be applied if
they were not disabled. Thus, the norm-
referencing that was chosen was the nondisabled
community. Finally, CHART was intended to be a
practical instrument.

Dimension of Handicap and CHART

Briefly, WHO defines physical independence as "an
individual's ability to sustain a customary
effective independent existence". Within CHART,
physical independence is measured by looking at
the amount of time that assistance is provided,
particularly through attendant care.

Mobility is defined by the WHO as "the
individual's ability to move about effectively in
his aurroundinge." CHART, therefore measures
mobility by documenting the time an individual
spends out of bed, the accessibility of his/her
living environment, the days that he/she gets out
of the houae, the independent use of adequate
transportation, and the time spent traveling
outside of the community.

The WHO defines occupation as "the individual's
ability to occupy his time in a manner customary
to his sex,.age,  and culture." CHART, assesses
the hours per week that are spent in employment,
school, homemaking, volunteer work, recreational
activities, and other aelf-improvement  activities.
The intent was to select the items which the
general public views as productive; therefore,
time spent watching TV is not assessed.
Furthermore, employment, school, and homemaking
generally are valued more by our society than
volunteer work, recreation, and self-improvement,
so in the scoring procedure for CHART, these weigh
more heavily.

Social integration ia defined by the WHO as "an
individual's ability to participate in and
maintain customary social relationships." Within
CHART, social integration is assessed by whether
individuals are living with a spouse, significant
other, or a room-mate; whether they are involved
in a romantic relationship; and by a series of
questions about whether they have regular contact
with friends, relatives, business associated, and
acquaintances.

Finally, economic self-sufficiency is defined as
"the individual's ability to sustain customary
socioeconomic activity and independence." CHART
asses888 this area through the combined annual
income of all family members in the household,
considering income from all sources after
discounting the unreimbursed medical care expenses
paid out for the disability.

ADDliCatiOn  of CHART

CHART was designed to be a community-based
instrument, thus it is not intended to be
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instrument, thus it is not intended to be
administered until after the individual has
returned to the community. CHART is currently
being used throughout the lifetime5 of disabled
clients, beginning with the first  year post-
injury. It was designed to be simple and
objective and its reliability and validity have
been assessed. Initially, norming studiee were
conducted with MART to refine the scoring
procedures, ensure that most persons without
disability demonetrate  no handicaps, and to
establish expected values for various group5 with
spinal cord injury.

Next, a multi-center collaborative study

investigated the psychometric properties of CHART.
The test-retest reliability is 0.93. Correlation
between self-report5 of the client and information
provided by family member5 is 0.83. It
differentiates clients that rehabilitation

profeesionals  globally identify as either of high
handicap or low handicap, it differentiates

persons with disability from those without

disability, and it differentiates among persons
with varying degree5 of impairment. Rasch
analysis supported the item structure.

The interrelationships of handicap and other
conce&s were then investigated in a study of
epinal  cord injury. Impairment wa5 aseessed by
the ASIA motor score, disability was assessed
ueing the Functional Independence Measure, and
handicap was assessed using the CHART.

Information about a variety of pre-injury factors
and a variety of post-rehabilitation factors also
was collected. It was learned that impairment was
a very good predictor of disability (68% of the
variance in disability is explained by
impairment), but neither impairment nor disability
were very good predictors of handicap. The two of
them combined explained a little over l/3 of the
variance in the handicap score. The further
inclusion of the pre-injury factors and the post-
rehabilitation factors brought the total explained
variance in handicap up into a higher range. The
lesson to be learned from this is that handicap ie
really quite distinct from impairment and

disability, and that a variety of other factors
need to be considered in attempting to build a
predictive model of handicap.

The CHART has been used in studies of aging with
spinal cord injury. Clear evidence of increasing
handicap has been seen with both increasing age
and increasing years post injury. MART may be

clinically useful in identifying deterioration in
social role fulfillment that warrant5

intervention. A growing number of longitudinal
studies of spinal cord injury are utilizing CHART
a5 an outcome meaeure. In particular, the
Rehabilitation Research and Training Center in
Community Integration has examined the positive
relationships between handicap and subjective
well-being. CHART and the Community Integration
Questionnaire are also being utilized in studies
of traumatic brain injury outcome including Model
System's and Regional Center's research, and

studies to validate th8 appropriateness of these
instruments in this population are underway.

Future Research

The next step5 in handicap asses5ment are to
improve the compreheneiveness  of the tool5 that
currently are available. Within the area of CHART
itself, we are still not assessing one of the key
dimensions of handicap - orientation or a
cognitive dimension. CHART and the Community
Integration Questionnaire seen to be the two
meaeuree  that are most directly attempting to
measure the concept5 of handicap. These
instruments need to be validated on additional
impairment groupe. Third, becauee of the
interplay of the many variablee, we need to
understand the influencing factor5 that relate to
handicap. We aleo need measures of handicap
included in program evaluation and in batteries of
rehabilitation outcome measuree.

Finally, handicap assessment is needed in the
evaluation of ADA goals. The Americans with
Dieabilities Act expresses its goals in terms of
assuring equality of opportunity, full
participation, independent living, and economic
self-sufficiency. It has been  suggested by Scott
Brown that the six dimensions of handicap
identified in the WRO model closely parallel the
four stated goals o f the ADA. Indeed,
orientation, physical independence, and mobility
roughly correspond to the concept of independent
living. Occupation corresponds very closely to
equality of opportunity. Social integration
correspond5 very closely to full participation,
and economic self-sufficiency is a term used in
both documente. CRART  or other improved measures
of handicap are clearly needed to as5ess  both the
5ucces5 of specific rehabilitation program5 and
the overall success of society in reducing
handicap through such legislative efforts as the
ADA.



APPLICATIONS OF THE INTERNATIONAL CLASSIFICATION OF IMPAIRMENTS,
DISABILITIES AND HANDICAPS: FROM CONCEPTS TO TAXONOMY TO DATA

Scott Campbell Brown, United States Department of Education

Historically, health statisticians
have been strongly interested in traGking
mortality and its causes. As life
expectancy has increased and attention has
shifted somewhat from acute to chronic
diseases, the monitoring of chronic
morbidity has attracted greater attention.

Only recently has disability been
recognized as a distinct concept from
chronic morbidity. There have been at
least three reasons for this recognition
and for the increasing attention that
health statisticians are paying to
disability-related phenomena.

First, passage of the Americans with
Disabilities Act implies that persons with
disabilities will have some unique
protections under the law. As a protected
group, it is thus important for persons
with disabilities to be monitored for
health and other disparities as, African
Americans, women and persons in particular
age groups are.

Second, disability has been
recognized as being at least partially a
consequence of health-related phenomena.
Related to this is the growing recognition
that although a majority of persons with
impairments or disabilities are in good
health, such persons are more likely than
the general population to characterized
themselves in fair to poor health (Ries &
Brown 1991).

Finally, greater attention is being
paid to the World Health Organization's
1948 definition of health as "...not
merely the absence of disease, but total
physical, social and psychological well
being." Under this view.of health, even
Civil Rights legislation, such as the
Americans with Disabilities Act, can be
viewed legislation for health
promotionFsbecause  it seeks to ensure well
being for persons with disabilities (WHO
1964).

The purpose of this paper is to
demonstrate how the World Health
Organization's (1980) International
Classification of Impairments,
Disabilities and Handicaps can be employed
to evaluate progress towards the goals of
the ADA. First, the article shows how
both the conceptual framework and the
taxonomy are relevant to the ADA as
written. Then, it is shown how the
taxonomy can be used to reconcile
different disability data sources for
children in order to monitor progress
towards the ADA goals for children.

The ADA states that "...the Nation's
proper goals regarding individuals with
disabilities are to assure equality of
opportunity, full participation,
independent living and economic self-

sufficiency for such individuals (Public
Law 101-336, July 26, 1990, 104 STAT. 327,
Section 2, 42 USC 12101)." It is clear
that the ADA is aimed at achieving
outcomes for persons with disabilities, as
opposed to preventing disability. But,
who are the people with disabilities for
whom these goals are to be achieved?

The ADA defines disability as
II . ..with respect to an individual
(A) a physical or mental impairment

that substantially limits one
or more of the major life
activities of such individual;

(B) a record of such an impairment;

(C) !iing regarded as having such
an impairment."
Note that under this definition,

impairment or the history or recognition
thereof is the entry point for being
classified as disabled under the ADA.
However, the impairment must be linked to
a limitation in one or more major life
activities.

The Equal Employment Opportunity
Commission has determined that major life
activities means functions such as caring
for oneself,
walking,

performing manual tasks,
seeing,

breathing,
hearing, speaking,

learning and working (EEOC 29
CFR Chapter XIV Part 1630, Section
1630.2(i)). The EEOC notes that this term
adopts the definition of the term "major
life activities" found in the regulation
implementing Section 504 of the
Rehabilitation Act at 34 CFR part 104.

It further elaborates that major life
activities are those basic activities that
the average person in the general
population can perform with little or no
difficulty. Noting that the above list of
major life activities is not exhaustive,
the EEOC has stated that other major life
activities include, but are not limited
to, sitting, standing, lifting and
reaching (EEOC 29 CFR Chapter XIV Part
1630.2(i)).

It is clear from this definition that
the EEOC has defined a major life activity
limitation as a person-level function. It
is also based on what the average person
can do.

These statutory and regulatory
definitions correspond well to the ICIDH
framework. The ICIDH uses the following
three definitions:

of
Impairment - any loss or abnormality
psychological, physiological or

anatomical structure or function.
Disabilitv - any restriction or lack

(resulting from an impairment) of ability
to perform an activity in the manner or
within the range considered normal for a
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human being.
jiandicaw  - a disadvantage that limits

or prevents fulfillment of a role that is
normal (depending on age, sex and social
and cultural factors).

From these definitions it can be
first observed that the presence, record
or recognition of an impairment refers to
an organ level function and serves as the
point of entry in both the ADA and ICIDH.
Then, the ADA definition of major life
activity reduction corresponds to the
ICIDH definition of disability, as both
refer to person-level functioning. At
this point, a person is established as
disabled. Finally, the ADA goals seek to
eliminate disadvantages which are
Handicaps in the ICIDH.

As there is good correspondence
between the ADA and ICIDH concepts, so,
too, the ICIDH are applicable to the ADA
examples of major life activities.
Disability codes and classifications can
be used for each of the major life
activities noted by the EEOC, as shown in
Table 1. Out of thirteen activities,
eight have some word overlap. Moreover,
there are Disability codes and
classifications for activities not listed.
This allows for a more expansive
definition of Disability.

Likewise, there appears to be some
agreement between the ADA goals and the
ICIDH survival roles which serve to
capture the dimensions of Handicap. As
discerned in Table 2, the linkage to the
six survival roles is an attempt to
separately define the goals so that they
are not merely interchangeable. These
linkages have been further elaborated
elsewhere (Brown 1993).

Given the good correspondence between
the ICIDH taxonomy and the ADA, the ICIDH
would appear to be a useful mechanism for
monitoring progress towards the four goals
outlined in the ADA. The Impairment and
Disability classifications could be used
to help determine who is covered under the
Act and the Handicap dimensions can be
used to determine whether the Act and
other pieces of legislation providing
services are improving the quality of life
for persons so covered.

In order to provide an example of how
such monitoring can be established,
children have been selected for analysis
for at least two reasons. One reason for
selecting children is to emphasize that
they, too, are covered under the ADA. The
second is to note that, because it is not
clear as of this writing what all the
ramifications of the ADA are for children,
their situation provides an interesting
laboratory for testing the applicability
of the ICIDH to the ADA.

For this data analysis, six data sets
with data on children with Disabilities
have been selected.
Table 3!

As demonstrated by
each of the survey's Disability

categories have been retroactively coded

Tabb  1: ADAMAK)IILIFeACTNITIESANDCORBESPONDINCDl
CODES AND CLASSIFlCATIONS  FROM THE INTERNATIONAL.
CLASSWICATlON  O F  IMPAIRMENTS, DISABILITIES AND
EANDK!APS  WIDII)

Table%  ADA GOALS AND CORRESPONDING HANDICAP CODES AND
CLARUFICATIONS  FROM THE INTERNATIONAL C-CATION
OF IMPAIRMENTS, DISADILITIES  AND HANDICAPS (WIDE)

mihtion  end  expreuion of resporuo

ty  independent  existence
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Table3:  DATA SETS ON DISARILITY  FOR CIilLDRRN  IN TI.IF, UNITED STATES  CODED  To TIiR INTERNATIONAL.
CLASSIFICATION OF IMPAIRMENIS,  DISARILITIES  AND HANDICAPS (ICIDH DISARILITY CODE AND
CLASSIFICATION AND SURVEY CATEGORY)

II Dkahility
Code

National
Ammmltwlt  of
Ed~tional
Rogrrar,
1988

survey  of
Income
-dRosram
PtUliCipb,c1990.91

Mental
IBardatian

National  &alth office of
IIltemiew special
SumqlChild JMUCMiOIl

SPplemW prog-,
1983’ 1987-88II and

Classirratioa

II-15:
Knowledge
acquisition

Mental
retmbtion

Delay in I MCtNdlY
GrowtWdovolopment  retarded

SpeciGo
lesming
problem

Lumittg
diubled I

EtlWtiOttd

problem
Emotknlly SCtiottl
disturbed

I I

Mental or cmotioo.¶l
emotiottal problem or
dirtutbaoce diirder

Emotional!
behavioral
emblem

EmotiOMIly
disturbed

Speech
problem

Visual  handicap
(not correctable
with nlasses~

II 23 and 26 DcafMttd I I

I I Lhttited  ability to
walk.  run. or use stain

Otthopedic
problem

Otibopedically  O&mpedic PlAysi of my Lind,
impaired impairment Cerebral  Fnlry;

Impairment or deformity of
back, Aie, foot or leg;
lmpaimteot  or deformity of
finger, hand, or arm;
miring legs, toes,
arms, hmtds, or fiogcn

MultidimbledI  Other health Other
other impairment

Other physical
disability/
Other  health
problem impsind

*For  he Utild  Suppkment,  data iums in italicx  (Gdes  21.23.26 and 57) might  be more properly ckssijcd  as End ImpmCnwu Coda 3,
4,s and 7, ~spcctively.
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to the ICIDH Disability classifications.
An attempt was made to group the studies
as closely to children thirteen years old
in 1988 as possible.

The first survey is the National
Educational Longitudinal Study, 1988,
conducted by the Department of Education
(1990) National Center for Education
Statistics. Although this survey
excluded, 5.4% of children with
disabilities, parents of eight graders
were asked if their child had "any of the
following problems." This screening for
problems allows for an assessment of the
prevalence of particular Disabilities for
children included in the NELS.

Another study included that was
conducted by NCES is a sample of thirteen
year old students from the National
Assessment of Educational Progress, 1988.
Here, too, 5% of students were excluded
due to the presence of a Disability.
Unlike the NELS, the information available
about students with Disabilities are for
those who were excluded, not included.

The third study is for youth three to
fourteen years old in the Current
Population Survey, 1992. Disability
categories used in this study correspond
well to those used by the Department of
Education's Office of Special Education
Programs. However, it is possible that,
in, some cases, the parents may have been
referring to organ-level, as opposed to
person-level, function. This may imply
that the data would be more Impairment
than Disability based. Because parents
were focused on their child's education,
it is more likely that the frame work of
reference was the functioning of the
child.

The fourth study is the Survey of
Income/ProgramParticipation, 1990-91. As
with the NELS, this data used the concept
of problem in collecting data. As with
the CPS, the study might have had an
Impairment-based focus. Little data are
currently available, except to note that
1.6% of all children surveyed had a
Locomotor Disability (Code 4).

The National Health Interview Survey
Child Supplement, 1988 is the fifth survey
and it covered children under eighteen
years. Of all of the surveys, it is the
most likely to have an impairment-based
focus. It has been included for
comparative purposes. It is also
important to note that some of the
disability categories were asked in terms
of whether the child m had the
condition, often referred to as lifetime
prevalence. This can result in non-
comparable rates that are relatively large
as compared to current prevalence.

The last set of data is from the
Department of Education (1989) Off ice of
Special Education Programs, 1987-88. To
be included, students with disabilities
must have an Individual Education Program.
This implies that the disability is severe

enough to warrant special education
services.

Observation of the six data sets
reveals a great deal of similarity in the
categories surveyed. Terms for learning,
emotion, speech and hearing are captured
in all six, while mental and vision are
captured in five. These similarities made
assignment to ICIDH disability categories
rather easy.

While the five surveys with data were
similar in what the categories were
called, they were quite different in the
resulting prevalence rates. Rates for the
NAEP were generally low, as demonstrated
in Table 4. Except for the mentally
retarded and speech categories, the OSEP
rates were generally the second lowest and
relatively close to those in the NAEP.
The NHIS Child Supplement's rates were
very high in ever disability categories of
developmental delay, learning disability
and emotional or behavioral problem (Codes
15, 16 and 19, respectively).

These differences in rates could be
due to differences in a variety of factors

definitions for terms, the
operationalization of similar definitions,
age coverage, year coverage and sample
selection. It also appears that multiple
choices within the Disability
classifications raise the overall
prevalence for classification totals.

Some similarities between surveys
should be noted, however. Talking
disabilities (Code 21) had a range of
1.8%-2.7% in four surveys - NELS, CPS,
NHIS/Child  Health and OSEP. Knowledge
acquisition disabilities (15) had a range
of 0.7%-1.4% in three surveys - NAEP, CPS
and OSEP. The visual categories (21) had
a range of 0.9%-1.9%  in three surveys -
NELS, CPS and NCHS/CH. Likewise, other
body movement (57) range of O.l.%-0.9% in
three surveys - NELS, CPS and OSEP. Note
that there was some agreement between CPS
and NELS in four categories (deafness,
speech, vision and orthopedic) and between
CPS and OSEP in four categories (mental
retardation, emotional disturbance, speech
and orthopedic).

Turning from the prevalence of
Disabilities to ADA goals, two data sets
have been selected for analysis - OSEP and
the National Longitudinal Transition Study
of Special Education Students, conducted
by SRI. The NLTS uses the OSEP CategOriSS
but follows a cohort of students over
time. Thus, OSEP rates represent a period
analysis while NLTS rates represent a
longitudinal study.

Two ADA goals have been selected. To
represent equality of opportunity by
promoting occupational roles (Handicap 4),
graduation rates are examined. To
represent full participation by promoting
social integration (Handicap 5), rates of
participation in regular classes are
analyzed.

The data reveal overall differences
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in ADA Goal achievement between the two
data sets. OsEP data graduation rates and
participation in regular classes higher
than for the National Longitudinal
Transition Study, as given in Table 5.
These differences are large, even though
survey categories are the same in both
studies. This difference is due to the
longitudinal nature of the NLTS data
versus the cross-sectional OSEP data.

This study has revealed certain
problems in reconciling disability data
sets for children. First, there clearly
is a range of disability - from simple
action to complex activities. This
problem is inherent in both the ADA and
the ICIDH. Second, the research has
demonstrated some problems in the
retrospective application of ICIDH to
disability statistics. A prospective
application would be better. Finally, an
important question remains: Can similar
definitions be operationalized in a
reliable fashion between surveys? Two
important considerations here are the
severity of the disability and the nature
of the data set (i.e., cross-sectional
versus longitudinal data).

There are, however, several potential
solutions to the problem of reconciling
differences in disability data. First,
the use of ICIDH has demonstrated that a)
there is a good conceptual fit with the
ADA, b) the ICIDH taxonomy fits well with
some ADA groupings and c) there is a solid
potential for producing reliable data
analyses. Second, positive measures of
function can be developed to explore what
individuals can do, as opposed to what
they cannot. Finally, a set of indicators
for progress towards ADA goals can be
developed to assess the appropriate of
mechanisms to reduce Handicaps for persons
with Disabilities.
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disability, mental disability, or language problem. Appmximstely  64 percent of those
excluded had a dissbility,  the remainder having only a language problem.  A **” means
the data were suppressed for confidentiality ressons and m-coded under ‘Any other health
pmblem.’

2. Disability prevalence among the approximately 5% of students excluded from the
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disability, or language  problem. Approximately7996 of excluded 13 year old studentshad
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counted). All rates are conditions per 100 persons. A person may have more than one
condition pet category, especially for orthopedic  impairments group which consists of
msny subgroups.

5. Figures ftom the Ofiice  of Special Education Programs are for public school children
who have an Mividualiid  Education Program @BP). This excludes children and
disabilities unrelated to an IBP.

6. Data are fmm the National LongitudinalTransition  SNdy of Special EducationStudents.
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Table 4: PREVALENCE RATES  FOR DISADILITIFS  F’ROM DATA SRI’S ON DISARILITY  FOR  CIIILDREN IN THE UNITED
STATES CODED TO THE INTRRNATIONAL  CLASSIFICATION OF IMPAIRMRNTS,  DRqARILITII?S  AND HANDICAPS
QCIDII  DISABILITY CODE AND CLASSIFICATION, SURVEY CATEGORY AND RATE)

DIeability  Cede
and  classifieption I

1988 NRLS
I

1988 NARP
I

1993  CPS
I

19SS NHIS/cII
I

1988  OSEP
mlt grade1 We W (Age  fI4F (Under  rge  181 (Age  6-m

15: Rttowkdge  acquisition . 1.0 0.7 4.0 1.4

16: Other  edecetloneI 6.6 2.1 3.6 6.5 5.0

19: 0th~ behavior 3.4 0.3 0.9 13.4 1.0

21: Talking 1.8 0.1 2.1 1.8 2.6

23: Lleteniq to speech 2.9 0.0 1.6 1.7 0.1
2.5 0.0 1.2
0.4 0.0 0.4

26: Detailed visual taska 1.8 0.0 1.9 0.9 0.1
1.6
0.3

23 and 26 0.0 0.0

57: Other body  mevement 0.9 0.0 0.9 3.1 0.1
0.2
2.9

9: Other activity mtrictiom 5.5 0.5 1.8 0.3
1.2 0.2 0.2
4.3 0.3 0.1

Table 5: PERCENTAGES OF EXITING STUDENTS WITH INDIVIDUALIZED EDUCATIONPROGRAMS WHO GRADUATR AND
PERCENTAGES OF SIUDENTS  WITH INDIVIDUALIZED EDUCATION PROGRAMS SERVED IN REGULAR
EDUCATION CLASSRS  IN THR UNITRD  STATES CODED TO THE INTERNATIONAL. CLASSIFICATION OF
IMPAIRMENTS,  DISARILITIES  AND HANDICAPS GCIDH DISABILITY CODE AND CLASSIFICATION, SURVEY
CATRGORY AND GOAL PERCENTAGE)

Cede

Clpsrirration

resttictiom Other  health impairment
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SUMMARY OF DISCUSSION

Mary Chamie, United Nations statistical Division'

This session has demonstrated that a
discipline is evolving for the study of
human function and performance in daily
life and in society. The field of dis-
ablement covers a wide range of academic
territory and programmatic concerns. Its
diversity as a field has been amply demon-
strated in the four presentations of this
session.

In the past most medical and health-
related research focused on the disease
process itself. The outcomes of disease
were investigated through study of the
disease or injury process and through
assessment of survival probabilities.
This is very much exemplified by the first
presentation in this session. In con-
trast, in sociological and economic
spheres, attention is focused on the study
of differential marginality, poverty, and
opportunity loss among population groups.
This area of research has studied the
effects of stigma, prejudice and ignorance
upon the relative distribution of power.
Attributes studied and classified for
their predictive power in sociological and
economic research have focused on such
issues as differential status according to
race, ethnicity, gender, educational
attainment and income of individuals and
of population groups. Little attention
has been previously given to the analysis
of disability, marginality, and the rela-
tive distribution of power.

How then, could these two large and
energetic approaches of medical and socio-
economic research be combined and usefully
applied to the study of disablement, or
the assessment of human function, perfor-
mance and participation?

Barbara Altman remarked in her paper,
that quality of life research dwelt in the
domain of subjectivity through the use of
weighted estimates of the value of life,
and remained largely incomparable across
research studies. She feared that dis-
ability might inadvertently fall into this
domain of subjectivity - perhaps never to
return as an objectively measurable event
- if attempts were not made to evaluate
and validate existing disability measures.

She proposed that these widely diver-
gent and existing disability measures be
distilled and that they be more accurately
focused to meet the needs of policy issues
facing us today. She did not, however,
concretely propose how the divergent and
existing measures were to be distilled and
selected.

Scott Brown and Gale Whiteneck both
chose a common framework for their selec-
tion of issues, while using very different
assessment tools. How were they able to
do this? They both recognized the useful-
ness of working within a common conceptual

and classificatory framework, even when
using alternative theories, research
methods and statistical measures. The
common framework that they chose was the
ICIDH, or the International Classification
of Impairments, Disabilities and Handi-
caps. The ICIDH allows researchers inter-
ested in the disease and injury process to
study the long-term consequences of dis-
ease and injury, through assessment of
remaining organ function (impairment),
personal function and activity (disabil-
ity), and through the study,of  the rela-
tionship between society, culture and
people with impairments and/or disabil-
ities (handicap).

The framework of the ICIDH, provides
a logical and measurable link between
medical and public health research on the
disease and injury process, and the socio-
economic and psychological research on
quality of life outcomes from long-term
reductions in function or from changes in
appearance through experiences with
scarring, limping, deformity or modifica-
tions of human behaviour.

In the policy arena, programmes of
prevention have focused mainly on the
study of impairment, with some attention
to disability. Programmes of rehabilita-
tion have focused largely on the issue of
disability, with some attention given to
the impairment through attention to access
of clients to appropriate technical aids
such as prostheses, wheelchairs, hearing
aids and spectacles. Programmes aimed at
equal opportunity and human rights focus
on the issue of the elimination of dis-
crimination, disadvantage and marginality
through the study of handicap (relation-
ship of person and society in life-roles).

This is a very large field of study.
It cannot, in these early stages, be
limited by researchers to one or two
agreed-upon indicators, only. Freedom to
experiment with emerging issues, to argue
the importance of one major arena over
another, is essential. Policies focused
on the impairment, disability and/or
handicap must be allowed and encouraged.

This experimentation does not, how-
ever, have to proceed in a vacuum of lang-
uage and concepts. Very little science
has taken place without benefit of system-
atized language and common concepts for
the discussion of diversified theories and
studies.

Common concepts, definitions and
assessment tools are emerging in the field
of disablement. You saw much evidence of
this in today's session. The ICIDH allows
researchers to indicate which facet of
disablement they have chosen to study. It
allows policy makers to objectively des-
cribe the aims of their policies, be they
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prevention of disease
tion of disability;
handicap through human

or injury: reduc-
or eiimination of
rights measures and

through elimination of stigma and barri-
ers. These activities would be instituted
in addition to those programmes dedicated
to modification of the behaviour of im-
paired and/or disabled persons themselves.

Having made these general comments,
I would now like to offer several specific
observations about the papers presented in
this session.

I am concerned with the use of bed_
&y~ as a disability measure, as was
presented in Altman's  paper, because it
implies sickness. Disability, as a con-
cept, does not measure illness, nor does
it consider death or mortality as a disab-
ility outcome. How then, could bed-days
be considered in the field of disablement,
when disability is a measure of long-term
reduction in human function and/or activ-
ity among persons who survived illness,
and/or injury, rather than an assessment
of illness per se?

In my opinion, and similar to the way
in which Altman embedded the concept of
91bed-daystt in social roles, long-term
stays in bed would be best studied through
the assessment of handicap, or reduced
life-roles. Being in bed, such as an
elderly person in a nursing home, .might be
the result of severely reduced function;
it might also be due to loss of opportun-
ity to get up from lack of access to per-
sonal assistance; it might be due to lack
of access to mobility devices such as
wheelchairs, or perhaps because of nega-
tive attitudes of nursing staff toward
abandoned elderly persons who have impair-
ments. In any case the end result is a
constricted concentric circle of movement
and socialization, or reduced life roles,
expressed in bed-days. Policy interven-
tions to reduce handicap measured as long-
term bed days would then take the person
and his/her environment into account when
attempting to reduce bed-days.

My question to Dr. Altman, iS alSO,
to know whether she would consider placing
these diverse measures of 'disabilityl'
presented in her paper into the common
ICIDH framework so that they could be
sorted out conceptually? Which of these
measures are impairment specific; which
are disability or handicap-specific; and
which appear to be a blend of concepts?
Knowing the purpose of the measure might
help to more objectively measure it, even
when using alternative assessment tools.
For example, social security policy for
the provision of work disability benefits
may actually be determined through medical
assessment of impairment states, rather
than through any direct assessment of work
disability. Knowing the purpose of prog-
ramme indicators would sharpen the des-
cription of assessment tools when using
ICIDH indicators. It would also assist to

establish the underlying policy or prog-
rammatic goal attached to the measures
selected.

Scott Brown's application of the
ICIDH to ADA policy is an excellent exam-
ple showing how common concepts assist in
linking policy and research goals to
programme monitoring and assessment.
Regarding the codification of programme
activities, however, I have specific
questions concerning Table 3. In Table 3
- Dr. Brown placed impairment concepts,
i.e. mental retardation, into the disabil-
ity code of knowledge acquisition; knowl-
edge acquisition is a disability code
which may or may not be associated with
mental retardation. Visual impairments or
hearing impairments may also result in
limited knowledge acquisition. It might
be better for Dr. Brown to indicate that
programmes of special education aimed at
mental retardation, are impairment-specif-
ic.

Similarly, hard of hearing and deaf-
ness may or may not be the only impair-
ments associated with difficulties in
listening to speech (disability) as laid
out in Table 3. Other psychological
problems could also be associated with
this disability. Again, in this case,
programmes addressing deafness are impair-
ment specific. We must be careful to not
impute disability from impairment states.

One must caution coders that there is
no such thing as a mental or physical
disability in the ICIDH. Disability is
the description of human performance at
the level of personal behaviour and activ-
ity, both simple and complex. Impairment
describes physical and mental functioning
of organ or other systems of the body.
Thus, difficulties in knowledge acquisi-
tion (disability) may be attributable to
physical impairment, psychologicalimpair-
ment, or both. The underlying impairment
of any disability may not necessarily be
readily imputed from description of the
disability itself.

The CHART of Gale Whiteneck's  presen-
tation is a very interesting and creative
attempt to have impairment and disability
research assess long-term outcomes of
programme intervention through the study
of handicap. I would appreciate learning
from Dr. Whiteneck, how the normative
aspects of the CHART measure would be
controlled across social class? For
example, how might one control in the
analysis, for predicting SES differences
in individual life-roles? Has stratifica-
tion of the results by social class been
tried in the study of comparison of scores
between people with and/or without dis-
ability?

I conclude by applauding these re-
search papers for delving into the issue
of disablement in systematic and concep-
tually creative ways. Disablement is
rapidly becoming firmly established as a



field of research, no longer viewed solely
as an appendage to the field of medicine;
no longer adrift in a sea of quality of
life measures, ungrounded in the assess-
ment of human performance, and participa-
tion.

1. The opinions expressed by the Discus-
sant are those of the author and do not
necessarily reflect those of the United
Nations.
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Caring for the Uninsured and Underinsured v

Access to Prenatal Care Followi
Medicaid Eligibility Expansions
Paula  Braveman, MD, MPH; Trude Bennett, DrPH;  Charlotte Lewis, MNS, RD;
Susan Egerter, PhD; Jonathan Showstack, MPH

Objective.-To determine whether lack of financial access  was a significant
barrier to prenatal care following major expansions of Medicaid eligibility in
California.

Deafgn.-Retrospective  analysis of birth certificates, assessing risks of inade-
quate prenatal care by insurance, controlling for maternal race/ethnicity,  birthplace,
age, parity, education, and marltal  status.

SampleiSingleton  live births to California residents occurring in-state in 1999
(N=593510).

OUtcOt’IIe  Measure&-Untimely  initiation of care, too few visits, and no prenatal
care.

Reeulta.-Despite  major Medicaid expansions, nearly 11% of live births were
uninsured for prenatal care. Being uninsured and having Me&Cal  were both risk
factors of sizable magnitude, controlling for maternal characteristics Compared
with women who had private fee-for-service coverage, uninsured women were at
elevated risk of untimely initiation (odds ratio [OR], 2.54; 95% confidence interval
[Cl], 2.47 to 2.69) and too few visits (OR, 2.49; 95% Cl, 2.44 to 2.55). Women with
Medi-Cal had a high risk of untimely care (OR, 3.33; 95% Cl, 3.26 to 3.40); their
risk of too few visits was also elevated (OR, 1.33; 95% Cl, 1 .&I to 166) but less
than for the uninsured. Lack of private insurance was a strong risk factor for no.care
(OR, 6.70; 95% Cl, 6.00 to 7.47).

Conclusions.-In spite of major Medicaid expansions, access to prenatal care
was limited for women without private insurance. Medicaid was associated with
untimely entry but with improved continuity. The findings suggest that financial bar-
riers were salient even when controlling for many factors related to care-seeking
behavior. Policy initiatives need to address continuing financial barriers along with
other obstacles.

(JAM. NB@69:12Sb1’.ZS3)

A SUBSTANTIAL and increasing pro-
portion of women fail to receive ade-
quate prenatal care in the United States,
contributing to this country’s poor in-

From the Department of Family and Community
Medicine (Ors  Braveman,  Bennett, and Egerter) and
the Institute for Health Policy Studies (Drs Braveman
end Bennett and Mr  Showstack).  School of Medicine
(MS Lewis). University of California. San  Francisco.

The conclusions sxpressed  in this report  are those
of the authors and do not reflect the views of the Uni-
versity of California or the  W. K. Kellogg Foundation,
Battle Creek. Mich.  The Health Data and Statistics
Branch of the California Depaltrnent  of Health Servic-
es was the original sowx of the vita statistics data. All
analyses, interpretations, and conclusions  are the
responsibilityof  the authors. not the California Depart-
ment of Health Services.

Reprint requests to Department of Family and
Community Medicine, University of California, San
Francisco, BOX  G9C0,  San Francisco. CA 94143
(Dr Braveman).

JAMA,  March 10.  1992-Vol  269, No. 10

ternational ranking on infant mortali-
ty.q Adequate prenatal care has been
shown to reduce the risk of poor birth
outcome+”  especially for women in the
highest nsk groups,” end tinancial  bar-
riers have been a key determinant of
insufficient  care.‘”

Concern about financial access led to
federal mandates in the late 1989s to
expand eligibility criteria for Medicaid
coverage for maternity care. California
has utilized federal options and state
tobacco tax funds-to nearly double the
Medi-Cal (California’s Medicaid pro-
gram) income eligibility level for preg-
nant women. In July 1989, eligibility for
coverage of maternity care  under Medi-
Cal was raised from near the federal
poverty level to 188% of the poverty

ng Major

level; on January 1,1990, eligibility was
boosted to 299% of the poverty level.

Medicaid coverage may not confer fi-
nancial access, however, ifalimited  num-
ber of providers are willing to accept
Medicaid obstetric patients. Obstacles
to enrollment may delay lnltiation of care
for Medicaid-eligible women regardless
of provider availability.  Institutional and
“personal” barriers, as distinguished
from strictly financial  issues, have been
shown to be powerful predictors of in-
adequate prenatal care for low-income
women.Yleveral  studies have shown that
Medicaid coverage may not be sticient
to overcome these obstacles.8’1

It is not known to what extent Call-
fornla’s Medicaid policies have improved
access  and thus  enhanced prenatal care
utilization. This  study was conducted to
determine  whether lack of financing re-
mains an important risk factor for in-
adequate prenatal care in Caliiornla and
whether coverage by Medi-Cal is asso-
ciated with timely entry into care and
an adequate number of visits once care
is initiated. If financing strategies have
achieved  their maximum benefit, future
reforms should focus primarily on non-
financial access  barriers related to the
organization and quality of services, lo-
gistical problems with transportation
and child care, and health knowledge,
attitudes, and beliefe..a4,‘a  However, the
persistence  of ilnancial barriers suggests
the need for further state and national
policy initiatives to expand financial ac-
cess while addressing other barriers as
well.

Findings from birth certificates have
indicated that maternal racial or ethnic
group (African American, Latina, or Na-
tie American),  age less than 20 years,
low educational attainment, high  parity,
and being unmarried are prominent risk
factors for inadequate prenatal care?
Although all of these characteristics are
correlated with low income and lack of
private insurance, birth certificates tra-
ditionally have lacked information on fi-
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nancial access. Income is not recorded
in US vital statistics, and, prior to 1989,
only New York City and the state of
Massachusetts included information on
insurance in their birth certificate files.
Therefore, it generally has not been pos-
sible to ascertain the independent role
of financial access using vital records
data; the only exception in the litera-
ture is a study by Cooney’2  using 1981
New York City birth certificates. Study-
ing the utilization of prenatal care by
women on Medi-Cal has depended on
expensive linkages of vital statistics with
Medicaid administrative data. There is
limited literature describing the use of
prenatal care by women with Medicaid
coverage subsequent to recent major
eligibility expansions up to 185% of the
federal poverty level in many states.

In January 1989, California began to
collect health insurance data in its birth
files. We examined birth certifmate data
on all singleton live births occurring in-
state to California residents during 1990
to study whether insurance coverage
was a significant predictor of prenatal
care utilisation after controlling for
multiple maternal sociodemographic
risk factors. The availability of these
data in the most populous state in the
United States provided aunique  oppor-
tunity to explore the role of financial
access in predicting the adequacy of pre-
natal care among a demographically di-
verse population.

METHODS
Data Source and Sample

The source of data for this study was
the public-use computer tape provided
by the California Department of Health
Services containing information &om
certifmates  of live biih for 1990.  The
sample consisted of all singleton live
births to California residents occuning
in California during calendar year 1990
(N=593510).

Variables

Measures of Adequacy of Prenatal
Care.-The dependent variables were
quantitative measures of the adequacy
of prenatal care. We studied the time-
liness of initiation of prenatal care and
the adequacy of the number of prenatal
visits among women who received some
prenatal care. Care was considered time-
ly ifit was initiated during the iirst tri-
mester of pregnancy. Adequacy of the
number of visits was determined using
Kotelchuck’s Indext3 which controls for
the timing of entry into care and the
gestational age at delivery, giving a dis-
tinct measure of utilization independent
Of timeliness of initiation. We n&ego_
rised  the number of visits as adequate if

it met Kotelchuck’s criteria for being
“adequate” or “adequate plus”; we called
the number of visits less than adequate
if it met Kotelehuck’s criteria for being
“intermediate” or ‘Linadequate.”  We sep-
arately studied the likelihood of receiv-
ing no prenatal care.

Insurance Coverage.-As of January
1,1989,  California birth eertiticates  in-
clude confidential information on the
principal source of payment for prenatal
care and the expected principal source
of payment for delivery. Based on in-
formation from the biih records, the
following categories of insurance cov-
erage were defined: uninsured (self-pay
or medically indigent); coverage by Medi-
Cal; private prepaid coverage, including
the Northern California Kaiser system
(Kaiser-North), the Southern Califor-
nia Kaiser system (Kaiser-South), and
other prepaid plans as subcategories;
and private fee-for-service insurance (by
any private carrier). Other types of cov-
erage (Medicare, worker’s compensation,
Title V, other government, other non-
government, and no charge) were
grouped together with unknown and
missing information on coverage in de-
scriptive analyses; this combined group
was not studied in multivariate analy-
ses. For some analyses, the uninsured
and Medi-Cal groups were combined
to form a category characterized as
lacking private insurance. For women
who received any prenatal care, prena-
tal care insurance coverage was deter-
mined by the principal payer for pre-
natal care. Women who had no prenatal
care were&&lied by expected payer
for delivery.

Maternal Characteristica.-Otherin-
dependent variables obtained from the
data source were maternal demograph-
ic characteristics (racial or ethnic group,
birthplace, age, parity, education, and
marital status). Based on the informa-
tion in the biih certificate files, we de-
fined six mutually exclusive groups ac-
cording to racial or ethnic origin: (1)
African American (used for all women
whose race was recorded as black in
birth tiles, regardless of Hispanic ori-
gin); (2) Asian American/Pac&  Island-
er (race recorded as national origin in
any Asiaflacific Island nation, regard-
less of Hispanic origin); (3) European
American (race recorded as white, and
Hispanic origin recorded as “no”); (4)
Latina  (race recorded as white or other/
missing/refused/unknown and Hispanic
origin recorded as “yes”); (5) Native
American (race recorded as American
Indian, Eskimo, or Aleut, regardless of
Hispanic origin); and (6) other/unknown
(Hispanic origin not recorded as “yes,”
and race missing, recorded as refused or
unknown, or not classifiable to the above

categories). Mother’s birthplace was in-
cluded as an independent variable, clas-
sifying women as US-born (born in the
50 states or Washington, DC) or foreign-
born (born elsewhere, including Guam,
Puerto Rico, or the Virgin Islands).

Other maternal characteristics were
classified according to established risks
for perinatal outcomes. Four age groups
were distinguished: 17 years and under,
18 and 19 years, 20 through 34 years,
and 35 years and over. Categories de-
fined for parity were no previous live
births (primiparous), one to three pre-
vious live births, or four or more pre-
vious live births.  Five levels of educa-
tional attainment were considered, mea-
sured by years of completed schooling.
0 to 9 years, 10 or 11 years, 12 years, 13
to 15 years, and 16 or more years. Wo-
men’s marital status (unmarried or mar-
ried) was imputed in California vital sta-
tistics from information on parents’
names.

Statistical  Analyses

Multiple logistic regression models
(SAS program LOGISTn)  were used to
assess the likelihood of untimely care, a
less-than-adequate number of visits, or
no prenatal care, associated with insur-
ance coverage and controlling for other
maternal characteristics. For each vari-
able, the group found to be at lowest
risk for untimely initiation of care in
descriptive analyses was selected as the
reference group for constructing odds
ratios. Adequacy of the number of visits
was studied in the entire sample. Anal-
yses of timeliness and no prenatal care
excluded women with prepaid coverage
who delivered at Kaiser-South hospi-
tals because the unique Kaiser-South
information system makes information
on these variables not comparable to
that from other hospitals.

When studying untimely initiation and
less-than-adequate number of visits,
births that were uninsured and those
covered by Medi-Cal for prenatal care
were examined as two separate insur-
ance groups. Among Medi-Cal-funded
deliveries of women who had no prena-
tal care, it was not possible to determine
which women were uninsured while
pregnant and which women had Medi-
Cal coverage but did not receive care
during pregnancy. For this reason, when
studying “no prenatal care,” the unin-
sured and Medi-Cal groups were com-
bined and considered as a single group
lacking private insurance.

Limitations

This study could not analyze content
or quality of care, which, when com-
bined with access, are known to be cru-
cial determinants of birth outcomes.
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Birth certificates do not contain ade-
quate information on numerous factors
that could influence the utilization of
care, such as preexisting medical risks,
perceived barriers to utilization, health
behaviors, or knowledge, attitudes, or
beliefs of individuals.

The recorded birth-weight data are
believed to be more accurate than data
on gestational age,‘“16  which are needed
to calculate adequacy of the number of
visits. For this reason, we imputed ges-
tational age from birth weights for im-
probable gestational age values using
methods developed by Williams et al.”
We also recoded improbable maternal
ages and implausible age/education and
age/parity combinations as missing val-
ues. (A detailed description of the meth-
ods is available on request from the
authors.)

The quality of data for new elements
added or restored to California birth
records in January 1989, including
sources of payment for prenatal care
and delivery, number of prenatal visits,
and maternal education, has not been
determined. Medi-Cal-covered births
cannot be distinguished according to el-
igibility categories, and limitations of
private insurance coverage (eg, copay-
ments, deductibles, and exclusions) can-
not be determined.

Changes in insurance coverage dur-
ing pregnancy cannot be assessed, he-
cause only the principal payer for pre-
natal care is given and the duration of
coverage by the principal payer is not
specified. The most frequent change in
coverage during pregnancy, especially
given California’s recent expansions of
Medicaid maternity eligibility, is likely
to be from uninsured status to Medi-Cal
coverage. The distinction between Medi-
Cal and uninsured is not always precise,
since the group clsssitied as Medi-Cal-
covered for prenatal care contains many
women who were uninsured during part
of their pregnancies. In addition, births
with the payer for prenatal care record-
ed as private prepaid include an unknown
number of births to Medi-Cal-covered
women enrolled in health maintenance
organizations.

RESULTS
Table 1 displays maternal charader-

istics of the study population. Among
women who gave birth who received
some prenatal care, 10.7% had no insur-
ance coverage for prenatal care, 32.8%
were covered by Medi-Cal, and 50.5%
had private, third-party coverage.
Among women who had some prenatal
care, 26.2% of women had untimely ini-
tiation of prenatal care and 27.9% had a
less-than-adequate number of visits.
Among the total sample, 2.1% of all wom-

en had no prenatal care (Table 2). Table l.-Matemal Ciwaoteristb  for Calfomia

Uninsured status and Medi-Cal cov-
erage were both significant risk factors
for inadequate care that were of sizable
maguitude  even when controlling for ma-
ternal racial or ethnic group, birthplace,
age, parity, education, and marital sta-
tus (Table 3). In findings from the ad-
justed analyses in the entire sample,
uninsured women were 2.54 times more
likely (96% confidence interval [CI], 2.47
to 2.60) and women with Medi-Cal cov-
erage were 3.33 times more likely (95%
CI, 3.26 to 3.40) to have untimely care
than women with private fee-for-ser-
vice coverage.

Resident Singleton Live  Births, 1990

Mammal  chamctelialk No.  6)
Insurance St&w

uninsured 63702 (10.7)
Medi-CM
Kaiser-Norm

lS4D2S(32.8)
30 834 6.21

Kslser.south w53 i5.5i
cnhor  private prepaid
private fee-for-seNke

83098  j14.b)
152888 125.8)

other/lmkwwn 23554  i4.0)'
No ~renaial  care I+?  tee (2.01

Racki  0, emntc group
. .

Ahfcan  American 48818  (7.9)
Asian  AmeticanlPaciRc  Islander 54 328 18.2)

Controlling for all other risk factors
in the model, the risk of a less-than-
adequate number of visits for the unin-
sured (odds ratio, 2.49; 95% CI, 2.44 to
2.55) was essentially the same as that
group’s risk of untimely care. For wom-
en covered by Medi-Cal, the risk of a
less-than-adequate number of visits
(odds ratio, 1.63; 95% CI, 1.60 to 1.66)
was sign&ant, but its magnitude was
about half that of the risk of untimely
initiation in the same group.

Eurqman  American
Lafina
Native American
Ciiwunknown

Eiflhplaca
US-born
Foreign&m
UtlkllOWIl

247iw  i‘xj)
233292 (40.3)

2897 (0.5)
2475 (0.4)

350113 (59.0)
243124 (41.0)

262 (0.0)

16-1s
20-34
a35
UilkllOVM

Previous live  births
0
1-3
a4

25 619  (4.3)
43SSu (7.4)

451677 (77.5)
62309  (10.5)

215 (0.0)

239697 (40.4)
320089 (53.9)
33251 15.6)

Lack of private insurance (combined
uninsured and Medi-Cal-covered) was a
dramatically signiticant risk factor for
receiving no prenatal care (odds ratio,
6.70; 95% CI, 6.00 to 7.47). Women in the
Raiser-North system bad a far lower
risk of no care (odds ratio, 0.49; 96% CI,
0.35 to 0.68) than those with private fee-
for-seese  coverage statewide. Howev-
er, risks of untimely care and a less-
than-adequate number of visits were
slightly elevated for women in each of
the private prepaid groups compared
with private fee-for-service coverage.

Unk!lW/ll 442 (0.1)
Edt$on  (completed schooling), y

125597 (21.7)
lo.11 71301 (12.0)
12 185342  (31.2)
1515 114eO2(19.3)
216
Unknown

Madtsl  status
Unmarried 188519(31.5)
MarIM 406691  (55.5)

Total 593510 floS.0)

Table P.-Prenalal  Care for California Resident
Sinaleton  Live Births. lDs0

Racial or ethnic group, while gener-
ally statistically significant, did not ap-
pear to be one of the more important
risk factors for inadequate care when
insurance coverage and other charac-
teristics were taken into account. Odds
ratios for these groups relative to Eu-
ropean Americans ranged from 1.11 to
1.42 for untimely care, from 0.91 to 1.21
for a less-than-adequate number of vis-
its, and from 0.57 to 1.32 for no prenatal
care; these odds ratios were of relative-
ly low magnitude compared with those
for several other risk factors in the mod-
el (Table 3).

Pmnatal  Cam
Initiation after third  month’t
Less+an-adequate  number

cd visits*$

No. (%)
143 642 (26.2)

161 D41  (27.9)
No caret 11957(2.1)

*Excludes births with IW) prenalal  care  or missing
infonation  on prenatal cam.

tE@udes  Kaiser-Soulh;  their data  were not oompa-
rable  to those  of the  rest of the sample.

$Acmrding  to Kotekhuck’s Indsx.

Analyses of timeliness repeated for
subgroups stratified by racial or ethnic
group confirmed  the role of insurance
coverage., For each racial or ethnic group
considered separately, both the unin-
sured and the Medi-Cal groups were at
least twice as likely to receive untimely
care as those with fee-for-service cov-
erage. Results of multivariate analyses
in the sample stratified by separate age
groups and levels of education also con-

firmed that lack of private insurance
was highly associated with untimely ini-
tiation. Insurance status was more im-
portant for some groups than for others;
for example, the risk of untimely care
associated with being uninsured or cov-
ered by Medi-Cal was significant but of
small magnitude for women under 18
years of age. No changes were seen in
the findings on timeliness from supple-
mentary analyses of the entire sample
with untimely care redefined as initia-
tion after the fourth month of pregnan-
cy. Results of subgroup analyses witb
adequacy of number of visits as the out-
come, stratified by race/ethnicity, age,
and education, confirmed the role of lack
of private insurance (both uninsured  and
Medi-Cal) as an independent risk factor
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Table 3.-Adlusted  Likellhocd  of Untimeiv  Initiation. Lass Than Adswats  Number of Visits. or NO Prenatal Care. bv  Maternal  Charactwistks.  California R&ia”t
si”QktO”  Lie  BIrtha,  1 QSQ

.

Adluated’  Odda  Rati (95% Ca”fM”w  Intatval)

MatW”al
Chmcterltika

lnsuranrx  SlaklSll  (lYJmpared  with private

iJ”tf”wly  kduado”
of Pnnasl  carat+

Lau man  Adequate
No. of wait+ No Pre”aml Can

fee-for-service)
U”l”sured

Msdi-Cal
Kaiser-North

Kaiser-sOuth#

Ctbsr  private  prepaid

2.54 (2.47-2.80) 2.49 (2.44-2.55)

3.33 (3.253.40) 1.83  (1 .BQi .es)
6.70 (6.cc-7.47)n

1.05  (l.Ol-l.os) I.09 (1.05.1.13) 0.49 (0.35.Q.se)

1.18(1.151.22) .

1.14(1.11-1.18) 1.07 (1.02-1.10) 0.91 (0.77.l.aS)
Race/ernnicity  (compared  with

Eumpean  American)
Africa” Amedcan 1.20 11.17-1.231 1 .os  f1.W1 .m\ 1.21 11.12-1.31,

A&n AmsrhxBRIPadfto  Islander

Latina

Native American

Birthplace (compared with US-born)
Forelgn-born

~ ~. ~. ~ I
1.11 (1.0&1.15) 0.91 (O.SBo.S4) 0.57 (0.51-0.84)

1.32 (1.2S.l.35) 1.19 (1.17-1.21) o.SS  (0.92-1.05)

1.42 (I ~Wl.55) 1.21 (1.11-1.32) 1.32 (I .05-l  .65)

1.29 (1.27.1.32) 1.33(1.31-1.28) 1.37 (1.2S.l.48)

-z+ .’
_.

is-19

M34
Previous  live bltths  (warnpared  with  none)

l-3

54

MuMan. y (mmpsred wim 218 y)

lo-11

12

13-15
Marital statu8  (compared wim  married\

2.14 (2052.23) 1.32 (1.27-1.38) 2.03 (1.81-2.27)

1.37 (I x-1 .S4) I.49 (1.44-1.54) 2.05 (1.85-2.27)

1.29 (1.26-1.33) 1.24 (I .31-l  .3S) 1.47 (1.35.1.59)

1.26 (I .24-l  .28) 1.1S(1.151.20) 1.74 (165.1  .s3)

1 .S4 (1 M-2.00) 1.46 (1.42-I .SQ) 3.25 (3.05-3.52)

2.77 (2.sW.87) 1.93 (l.S&l.Ss) 3.51 (3.21-4.52)

2.57 (2.4&2.86) 1.59 (1.54-1.53) 2.74 (2.31-3.25)

2.23 (2.16230) 1.3s  (1.33-1.39) 2.31 (1.95-2.74)

1.70 (I .64-l  .75) 1.14(1.12.1.17) 1.54 (IJS-1.85)

U n m a r r i e d 1 A4 (1.42-l .48) 1.2a(1.1&121)

‘Adjusted for maternal kwraw  status, racaMhnicity,  birthplace, age, parity,  &K&“. and marital  s&s.
*Cars  initiated after the mkd  month  of pmgnanq.
$Excludes  births with  no prenatal care or mlsslng  Infonation  ~1 pnnatal  cars.
§Ac.Xrdi”Q  to Kotelchuck’s  Index.

2.05 (1.97-2.14)

((Prenatsl  payer for those  wkh  wms prenatsl  cars; dellvery  pays, for mm with M prsnetal  cars.
llMany women  wim Medl-Cal  at delivery  were unktsursd  during pregnancy;  mus.  ms uninsured  and  M&i-Cal  subgmups  were anaiyzsd as a Single group  when assassIng

me OU~M)IIIB  h0 prenatal  CB~B:
#Data on untimely infflatlon  of prsnafal  cars and  no prenaw  cars for Kaisw3wth  were  “ot  mmparable  to moss of ths  mat  of me  sample.

of relatively high magnitude compared
with other risks in the model. Analyses
of all three outcome measures using the
entire sample of data from 1989 also
produced consistent results.

COMMENT
Findings from this study demonstrate

that financial barriers were an impor-
tant determinant of whether or not a
woman received adequate prenatal care
in 1999 despite major Medicaid reforms
in California. Nearly 11% of pregnant
women were uninsured. The uninsured
were at very high risk both of starting
care late and of having a less-than-ad-
equate number ofvisits, even when con-
trolling for the mother’s education, age,
parity, marital status, birthplace, and
racial or ethnic group.

ance are also likely to lack “sick leave”
benefiW;  loss of pay for prenatal visits
would thus be an additional disincentive
to obtaining care, especially for the low-
wage worker. Before the Medi-Cal eli-
gibiity expansions, tinancial  barriers for
uninsured pregnant women were offset
by the state-funded  Community Based
Perinatal Services program. Assuming
that all those in need would be covered
by Medi-Cal after the expansions, the
state phased out the Community Based
Perinatal Services program and in fact
may have reduced access for women who
remaineduninsured.

It is not surprismg that rminsured
women enter care late and lack contin-
uous care, given their multiple iinancial
barriers. Most have limited financial
mean@ and thus would be further bur-
dened by out-of-pocket expenses for care.
Working women without health insur-

The 6ndmgs also indicate that Medi-
Cal coverage under conditions prevail-
ing in 1990 did not necessarily confer
financial  access to prenatal care, espe-
cially early in pregnancy. In the entire
sample, women with Medi-Cal coverage
were the group most likely to initiate
care tier the first trimester, control-
ling for the maternal characteristics in
the model. Obstacles known to delay
care for women with Medi-Cal coverage
Include bureaucratic problems in the ap

plication  and certitication  process and a
shortage of obstetric providers willing
to accept Medi-Cal clients. These sys-
temic barriers may have been exacer-
bated by the major eligibility expan-
sions, which were not accompanied by
commensurate expansions in system ca-
pacity. The federal option for presump
tive eligibility  was adopted in California
in 1992 (Presumptive eligibility guar-
antees reimbursement to providers for
prenatal care received by Medi-Cal-
eligible women during the MediCal
certification process.); implementation
should facilitate earlier initiation of care
but is unlikely to resolve the problem of
limited provider availability. It is im-
portant to note that, while women with
Medi-Cal coverage had a significant risk
of a less-than-adequate number of vis-
its, that risk was generally  higher among
uninsured women. This suggests that
Medi-Cal coverage does enhance the
continuity of prenatal care once care is
initiated and that women will take ad-
vantage of care if financial barriers are
removed.
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Haas  and colleagueso  studied change-
sin care and outcomes before and after
the initiation of a program called Healthy
Start, which gave prenatal coverage to
uninsured women in Massachusetts up
to 188% of the federal poverty level.
Observing no improvement in disparl-
ties between all uninsured women and
women with coverage, the authors con-
cluded that the program had not dem-
onstrated beneficial effects. However,
they were unable to identify among the
uninsured in 1984 the subgroup compa-
rable to the Healthy Start population.
Changes in risks of the uninsured over-
all along with deterioration in access for
uninsured women not enrolled in
Healthy Start could account for the ap-
parent lack of effect. It is very likely
that such changes (worsened poverty,
unemployment, and substance abuse
along with increased foreign immigra-
tion and increasing strains on providers
to the uninsured) occurred during the
study period and were not taken into
account by the methods used. Moreover,
prenatal care was called “satisfactory”
lf care began before the third trimester
and there were five or more visits-not
acceptable according to the standards of
any industrialized country. This mlsclas-
sification biased the study strongly
against finding a difference.

Despite these biases, Hsas  et alp0 dis-
missed observed improvements in all
parameters when comparing the 1987
Healthy Start and 1984 uninsured
groups, because they might “merely re-
elect . . . enrollment [into Healthy Start]
of healthier women who were more mo-
tivated to seek prenatal care.” Howev-
er, Healthy Start disproportionately en-
rolled higher-risk women. Our study,
which wss not hampered by some of the

1. Brown SS. Drawing  women into prenatal care.
Fan Plann  Pwqwct.  1959;21:7%89.
2. Hughes D, Johnson K,  Roeenbaun  S, Liu J. The
Health of Awrica3 Childrex  M&m& and Child
HealthData  Book. Washington, DC: Chihlren’s  De-
fense Fund;  19%.
3. HeaMl/  People #wO:  National  Health Fvomn-
t&m and  Diaea..9e  l+I?wntiolt  objectiw.  Waling-
ton, DC: US Public Health Service; 1991. US Dept
;;$k.h and Human &vices  pubScation  PHS

4. Comn;ittee  to Study the Prevention of Low
Birthweight. prsventdng  Low  B&h&ght. Wash-
ington, DC: National Academy Press; 19%.
5. Greenberg RS. The impact of prenatal care in
;~,fe&&l  groups. Ans JObstet  ~01.1983;

5. Murray  jL, Ben&d M.  The differential effect
ofprenstalcareon  theincideneeoflowbbth  weight
amo?g  bI&a and whites  in  B prepaid health  care
plan. N Engl  J Med. 1998$19:1995-1391.
7. CommitteetoStudyoUtreaehforRenatalCare;
Brawn  S5, ed.  Prenatal  Cara Reaching  Mothers,
Reaching Isfan&  W&ington,  DC: National Acad-
emy press;  1988.

limitations of the project of Haas and
colleagues, indicates that the improve-
ments suggested by the Massachusetts
data were real and that they support
the role of tlnanclal  access as a signifi-
cant barrier. We agree with Haas  et al
that providing coverage alone may not
be sufficient to overcome the multiple
barriers  faced by low-income women and
that it is insufficient to provide access to
women only during pregnancy.

It is unlikely that our findings of el-
evated risk associated with lack of pri-
vate insurance coverage can be explained
by differences in socioeconomic status
independent of financial  access barri-
ers, because the other variables in-
cluded in our multiple logistic regres-
sion models should have controlled for
those differences to a large extent. Ed-
ucation alone has been widely used as a
proxy for socioeconomic status; we also
controlled for mother’s racial or ethnic
group, birthplace, age, parity, and mar-
ital status. Language,  literacy, and im-
portant behavioral, knowledge, and at-
titudinal factors would be expected to
be highly correlated with these control
variables. Thus, the pattern of Andings
suggests that financial  barriers were sa-
lient even when controlling for many
individual factors related to care-seek-
ing behavior.

Racial or ethnic group, often consid-
ered a key determinant of utilization of
care, was relatively unimportant as a
predictor compared with insurance cov-
erage and other maternal characterls-
tics. In addition to insurance, teenage
motherhood, low educational attainment,
and high parity were important risk fac-
tors. It is not surprising that insurance
coverage was a significant  but relative-
ly weak risk factor for untimely care

8. Prenati  Care Medicaid RezciMts  and Unin-
BUT.&  Women  Obkzin  Zvw@i&nt  Care. Washing-
ton, DC: Human Resources Division, US Generel
Accounting Of&e;  1997.
9, S&w&h&n  B, Margolis  LH, Miller C, Smith S.
Risk at&us and pregnancy outcome among
Medicaid recipients. Am J Rev Med. 1989;5:167-

:~PiperJM,RayWA,G~MR.EffBdsofMed-
ieaideligibilityexpansiononprenataleareandpreg-
nancvoutcomeinTennessee.  JAMA.  19%X64%219-ma:
11. Obwg  CN, Lia-Hoe&erg  B, Skovholt  C, Hcd-
kinson  E, Vanman  R. Pren&l care  use and health
blslll%nce  status. JHsalth  care Pcvr  Undereerved.
199l$Z7&999.
12 Ccaney  JP. What determines  the start of pre-
natal care? prenatal  care,  b~swance,  and eduuition.
&fed  care. twa995-997.
19. Kotelchwk  M. The mis-measurement  of pre-
natal CBT~  adequacy in  the US and B propaed  al-
&native two-part index. Presented at the 116th
Annual Meeting of the American Public  Health
A@nociation’s  AnnuaI  M&ing;  October 23,1997;
New Orleans, La.

amongmothers 17years  of age oryoung-
er, a group at extremely high risk for
psychosocial, educational, and economic
reasons. Many factors in addition to fi-
nancial access are known to be powerful
predictors of utilisation of preventive
health services. Common sense suggests
that economic barriers are likely to in-
teract with personal and institutional
obstacles to deter optimal utilization of
prenatal services.

The importance of tinancial access
might be seen by some as self-evident.
However, given the current emphasis
on theroleof“life-style”factorsin  health
and severe constraints on public spend-
ing, a widespread and convenient belief
has emerged that places the blame for
poor prenatal care on irresponsible be-
havior by pregnant women. This expla-
nation downplays the importance of fi-
nancial barriers that can be modified
through public policy, while emphasis-
ing the role of motivation and attitudes
for which  individuals are held respon-
sible. Results of this study support the
need for universal financial coverage to
achieve adequate utilization  of prenatal
care for women in very diverse demo-
graphic groups. Blaming the women
themselves diverts attention and re-
sources away from effective solutions
that would simultaneously address fi-
nancial, systems, and personal obstacles
to receiving high-quality care.
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COUNTY-WIDE SNAl.& AREA ANALYSES: ESTINATION  OF DRNcII(INATORS FOR USRRS  OF A COUNTY  HEALTH  CARE  AGENCY
AND THEIR APPLICATION IN HEACTH STATUS NRRSURRS

Arthur J. Davidson, Denver Health and Hospitals,
Mark P. Doescher, Gary Knapp, Cliff T. Foster, Richard A. Wright.

IN!l?RODUCTION
Limited public and community health care

resources result in implicit or explicit
decision0 about which health intervention0 are
available at a local level. While health
promotion and disease prevention goals and
objectives are often guided by national
consensus, the process of setting priorities
should be tempered by demonstrated need0 a0
defined at a national level as well as for each
particular community. Decisions should be baaed
on knowledge of the health status of the
community served.

Health care planner0 often eetablish policy
without the benefit of health status measures due
to the complexity of ever expanding data
resource0. Synthesie  and integration of public
information such as vital statistics, disease
registries and morbidity measures into health
indicators for particular communities would
assist in rational health care policy decision-
making.

Definition of the service community or
denominator permits estimation of the total
population at risk and thereby assiet in
calculation of health statue measures or ratee.
Comparison of these measures with other or larger
communities such as city, state or national rates
may be useful in identification of health care
problems among inhabitants of defined geographic
commmunities.

As many other public health facilitiee  or
community health centers, we have noted a
majority of our u0er population come0 from
specific geographic areas. We have also noted
that a one year count of unduplicated users is an
underestimate of the actual number of people who
would u0e the health facility. Over the course
of multiple year0 many more people from those
geographic areas may actually be counted as
clients of our eystem.

This study was undertaken to test the
aesociation between residence in a census tract
and being a registered user of Denver Health and
Hospitals (DHH). This estimation of a
denominator population is then applied to a
computer aided geographic analysis for Denver
County. Small area analyses are performed to
compare health indicator0 between those areas
associated with higher versus lower than expected
Denver County health care facility utilization.

NRTRODS
Users are defined as registered Den,ver

Health and Hospital0 (DHH) clients who may access
care at an inpatient/emergency facility or any of
nine satellite community health clinics. A large
number of both Medicaid and medically indigent
patient0 are serviced through DHH. Due to
legislative  mandate eseentially  all registered
patients are Denver residents.
DATASOURCES

The primary data 0ource for this study wae
an electronic database which included all
outpatient clients who had a billable encounter
during 1991. Information available included an

addrese  and demographic factors euch as age,
racefethnicity  and gender. A geographic
information system (GIS; WAPINFO, Troy, M) was
ueed to geolocate clients to a census tract.

Secondary data 0ources included natality
and mortality tapes from the Colorado Department
of Health for 1990 and 1991 and a modified age-
racelethnicity-gender  1990 United States Censue
Bureau report for Denver County. Each of the
vital statistios tapes contain0 information about
the ceneue tract of residence, age, race,
ethnicity and gender. For the natality tape0
information is available on maternal age and
level of education, month of onset of prenatal
care, birth weight and clinical geetation.
Mortality tape0 included information about
underlying cause of death.

Census tract-epecific penetration rates
were calculated for each of the 181 census tract0
or 18 planning neighborhoods in the county of
Denver. The penetration rate wae defined as the
number of 1991 DHH clients,resident  in the
particular census tract divided by the number of
census tract inhabitants as enumerated during the
1990 census. A chi-square teat was then
performed comparing those rate0 versuO the null
hypothesis (p ~0.05). Those census tracts with
etatietically higher rates are aggregated and
then considered the primary zone of influence
(PEOI) and those with less than expected values
will be considered the secondary zone of
influence (SZOI). The SE01 are those areas within
the county where our health care agency is
reeponeible for care yet has a lesser patient
load when compared to an expected value.

Natality health status measures included
fertility rates and onset of prenatal care rates
while mortality measures included an analysie  by
diagnoetic groupings using the ICD-9 coded
underlying cause of death. Based on these
analyses we calculated age-adjusted and age-
specific natality and age/gender-adjusted
mortality rates and compare the two zones of
influence. Age-adjustment is performed by the
direct method using the total 1990 Denver
population as the standard. Stratification by
racelethnicity has been included for comparison.
Relative risks and 95% confidence interval were
calculated as suggested by Fleiss(1).

Age adjusted census tract or planning
neighborhood-specific rates were then imported
into a GIS to generate cartographic
representation0 of the data.

RESULTS
In 1991 there were 105,000 ambulatory u0er0

of whom 92,818 were successfully geolocated.
These clients made nearly 400,000 visit0 to
Denver Health and Hospitals outpatient
facilities. After penetration rates were
calculated for each census tract there were 56
Cen0u0 tract0 or 32 planning neighborhoods found
to have a significantly higher u0er penetration.
Over 50,000 or 54% of the DHH client0 resided in
these 32 neighborhoods. These clients
constituted nearly 25% of the total population in
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those neighborhoods. The remainder of our
clients resided in the secondary service area or
zone of influence. These 42,370 clients
constituted 16% of the total population in the
remaining 46 neighborhoods.

Figure 1 is a map of Denver with darker
areas demonstrating higher user penetration and
significant association between residency and DRR
utilization. The primary zone of influence were
the areas to the west, northwest and north east
of the city and county.
NATALITY MZASIJRES

Table 1 demonstrates the reeults of the
fertility analysis for women 15 to 44 years
stratified by zone of influence. While the Pi01
contains 42% of the fertile population, these
women deliver 58% of the births for the entire
county. Note that the crude and age adjusted
ratee for the primary 201 are significantly
higher than the secon&ry 201. Our service area
has a large share of minority and indigent
populations who have traditionally had higher
fertility rates than the more affluent.and non-
minority populations. Both fertility rate (per
1000 women) and late prenatal care rates (onset
of care after the 1st trimester, per 100 births)
were higher in the PZOI even after adjusting for
age.

Among women 15 to 19 years of age, there
were relatively high rates of fertility among the
primary ZOI (134 VB 47) compared with the
secondary ZOI. However, the difference in onset
of prenatal care is essentially the same with
much higher rates regardless of site Of
residence.

Figure 2 shows fertility measures for women
15 to 44 year of age stratified by
racelethnicity. The bars represent the
racelethnicity comparison while the relative risk
and 95% confidence intervals are tabulated in the
box below. Primary ZOI is represented on the left
of each bar pair. Minority populations continue
to demonstrate higher fertility rates in the
primary service area.

Figure 3 illustrates the rate of
appropriate onset of prenatal care, (during the
first trimester) where there were no signifcant
differences for Afro-Americans or Hispanic women
based on zone of influence. Caucasian women seem
to have the best compliance with this health
status measure. There was a significant
difference for white women between the two zones
with the secondary zone having the highest rate
of all groups. The bar at 900 out of a 1000
births indicates the Healthy People 2000
objective.

Figure 4 demonstrates rates of no prenatal
care with less discrepancy between the two
service areas for minority women while rates were
much higher for white women in the PZOI compared
to white women living outside that area.

There were significant differences in age
specific fertility for adolescent8 when
stratified by race. Afro-American teens had high
rates regardless of site of residence while the
likelihood of pregnancy was nearly 5 times
greater for a white teen living within the PZOI

Figure 5 demonstrates the neighborhood
specific rates for fertility with much higher
rates of fertility in the PZOI. Figure 6
demonstrates onset of prenatal care during the

first trimester with an inverse relationship
where areas outside of the PZOI are darker
indicating earlier onset of prenatal care.
RORTALITY  MEASURES

Table 2 summarizes the mortality analysis.
The marked disparity (PZOI being higher) for both
crude and age-adjusted overall mortality measures
based on ZOI is maintained throughout much of the
disease specific or race stratified measures.

Figure 7 demonstrates the overall mortality
rates for Denver County. Infant mortality rates
(data not shown) by race showed no statistically
significant difference. This is probably a
reflection of low numbers of events for each
race/ethnicity category during this 2 year time
frame.

Disease specific underlying cause of death
analyses demonstrated findings consistent with
previously reported differences based on SES and
race/ethnicity. Unintentional injury deaths
(Figure 8) were nearly 2 and one half times
higher in the PI01 where Afro-americans had a
rate nearly 10 times higher than blacks living in
the SZOI.

Rates of homocide  (Figure 9) as a cause of
death were markedly elevated in the PZOI with
nearly a 3 fold increaeed  relative risk for Afro-
Americans. Among Hispanics the rates were
elevated and relatively equal regardless of area
of residence.

Rates of death due to diabetes, (Figure 10)
were elevated in general for the PZOI with
race/ethnicity differences. Rates for both Afro-
Americans and Rispanics  were nuch higher than
whites within the PZOI. Although no inter-racial
comparison8 are presented here the relative risk
was signficant. On the other hand, rates of
death due to diabetes were relatively equal
across the race/ethnicity stratification in the
secondary zone of influence.

Worthy of commentary was the fact that
about 14% of our users had addresses that were
not geocoded - some were homeless, others had
incorrect addresses in our computer file. The
effect of these missing data is difficult to
determine. We presume the estimate would remain
essentially unchanged however a systematic error
might result in the erroneous exclusion of an
area from the PZOI.

Minority populations have asserted that US
Census counts are less complete in lower SES when
compared with higher SES areas. This would result
in underestimates of denominators and thereby
increase penetration rates and health status
measures.

After the progression of a disease, persons
who have severe disabilities may be forced
economically to reside in lower SES areas
coneeguently increasing mortality measures in the
PZOI.

There may be a greater likelihood of
persons who live in particular areas to have
certain diagnoses placed as the cause of death or
the omission of diagnoses in other areas. It
seemed surprising that rates of
pneumonia/influenza deaths (data not presented)
were significantly lower for blacks and Hispanics
in the PZOI yet higher for whites. Might there
be a bias in recording underlying cause of death?



Future analyses should include the ACME coded
cause of death for more complete case finding.

Some of these estimates are based on very
small numbers of events. As reflected in some of
the 95% confidence intervals, there may be great
variation. Larger series or more years in
subsequent analyses would be helpful. While we
present age-adjusted rates in the maps,
calculated confidence intervals for these rates
were not presented. We have yet to develop a
suitable method of demonstrating thie
variability.

CONCLUSIONS
In summary, we have combined a user based

file with census information to calculate
geographic regions associated with greater.DHH
client residence. The combination of data sets
may provide a more accurate estimate of
denominators for users of a county health care
agency. These estimates permit us to suggest a
method of representing health status measures
using a geographic information system. Further
research is indicated to validate this estimation
process.

Complex and voluminous quantities of data
may be presented in a more palatable format for
politicians and decision and policy makers
through the use of a geographic information
syetem. This graphic representation may assist
local health care providers begin to refine the
measures useful in planning intervention and
evaluation strategies for the Healthy People 2000
objectives.

This small area analysis demonstrated areas
of increased need due to increased fertility,
poor prenatal care rates, increased mortality and
significant differentials based on
race/ethnicity. Further efforts should develop
analyses for cancer registries, morbidity
registries and health care utilization datasets.

Limited resources may be more effectively
used to target specific populations (based on
racefethnicity  or SES) with proposed
interventions around early prenatal care and teen
pregnancy initiatives; alcohol abuse, violence
and unintentional injury prevention as well as
efforts to reduce mortality due to diabetes
mellitus in the primary zone of influence.

1. Fleiss JL, (1981) Statistical Wethods for
Rates and Proportions, 2nd Ed. New York: John
Wiley and Sons.

f:IGUREl, DENVERCOUNTY-ZONESOFINFLUENCE

TABLE 1. NATALll-Y  MEASURES, WOMEN 15-44 YEARS OLD
1990-91:  Denver County by Zone of Influence(ZO1)

15-44YRS  IS-19YRS
D E N V E R  PZOl BZol PZOI  SZOI

POPULATION 114,159 46,637 65,522 6,697 5,632

% 100 42 59 6 5

BIRTHS 7,254 4,197 3,057 925 272
% 100 58 42 13 4

FERTILITY RATE
CRUDE 64 86 47 134 47
AGE-ADJUSTED 82 48

LATE  PRENATAL CARE

CRUDE 26 34 17 42 43
AGE ADJUSTED 33 21

FIGURE 2. AGE-ADJUSTED FERTILITY RATES
1990 - 91: Denver Countv by Zone of Influence

per 1000 women 15-44 years of age

ALL BLACK WHITE HISP
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FIGURE 3. AGE-ADJUSTED 1st TRIMESTER
PRENATAL CARE RATES

1990-91: Denver Countv  bv Zone of Influence

per 1000 births (15-44 yrs of age)
. .___ I - -.-.-

800

coo
400

200

0
ALL BLACK WHITE

I n PRIMARY

q ~SECONDAFIY

FIGURE 4. AGE-ADJUSTED NOPRENATAL CARE RATES
1990-91: Denver County by Zone of Influence

per 1000 births (women  15-44  yrs of age)

lPRlMARYIQSECCNDAFiY

RR 2.17 1.03 3.04 1.79
LOW 1.62 0.57 2.24 0.92
HIGH 2.91 1.91 5.97 3.63 1

IGURE 5, AGE-ADJUSTED FERTILITY RATES
1990 - 91: Denver County by Neighborhood 1

r
FIGURE 6. AGE-ADJUSTED 1st TRIMESTER

PRENATAL CARE RATE
1990 - 91: Denver County by Neighbdrhooc

II 6 3 . 6  t o  7 1 . 3  (28
t o  6 3 . 6 (18)

TABLE 2. MORTALITY MEASURES
1990-91: Denver County by Zone of Influence

AREA DENVER  PZOI SZOI

POPULATION 467,610 206,322 261,288
% 100 44 56

DEATHS 3,426 1,777 1,649
% 100 51 49

AU CAUSE MORTALTIY RATE
CRUDE 733 861 631
AGE-ADJUSTED 892 516

‘FIGURE 7. AGE-ADJUSTED MORTALITY RATES
1990 - 91: Denver County by Neighborhooc

l-i
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FIGURE 8. AGE-ADJUSTED UNINTENTIONAL
INJURY MORTALITY RATES
1990-91: Denver County by Zone of Influence

FIGURE 9. AGE-ADJUSTED HOMOCIRAL MORTALITY RATES
1990-91: Denver County by Zone of Influence

per 100,000 persons

FIGURE 10. AGE-ADJUSTED DIABETES MORTALITY RATES
1990-91: Denver Countv  bv Zone of Influence

per 100,000 persons

ALL BLACK WHITE HISP
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CI=O.4-1.4), and machinists (OR=l.o;  95%
CI=O.5-1.7), occupations with high risk of
suicide for white men, did not have
elevated odds ratios. The other
occupational groups with high odds for
white men had fewer than lo deaths and
were not analyzed.

In the analyses of women, also with
a criterion of 10 deaths by suicide, there
were four occupations at high risk for
white and one for black women. In the
health care industry, elevated risks were
seen for white physicians (OR=5.69,  95%
CI=1.2-27.1) and registered nurses of both
races (white, OR=1.57, 95% CI=1.3-2.0;
black, OR=2.7, 95% CI=l.l-6.5). In
addition, elevated risks were seen for
white women employed in real estate sales
occupations (ORt2.45,  95% CI=1.4-4.2)  and
in the military (OR=infinite, 95% CI=7.1-
infinite). Because of small sample sizes,
odds ratios were not calculated for black
female physicians, or those in real estate
sales occupations or the military.

Breast cancer
A second NIOSH study looked at breast

cancer among women in 23 states, 1979-
1987. The purpose of this study was to
assess whether occupational groups with
excess breast cancer mortality could be
identified and targeted for prevention
efforts (13). The PMRs for breast cancer
in white women were significantly elevated
within three broad occupational groups:
executives, including administrators and
managers; professionals; and
administrative support workers; including
clerical personnel. Significant PMR
elevations for black women were found in
these same groups and also in sales and
precision production occupations.

Breast cancer mortality for selected
occupations within the broader
occupational groupings are sh.own in Figure
1. Black women teachers had a
statistically significant doubling of the
expected proportion of deaths due to
breast cancer. PMRs for black religious
workers and librarians were non-
significantly elevated more than 50%. For
white women the PMRS for
librarians,

teachers,
and religious workers were

similar to those for black women. other
occupations showed different risks for the
two racial groups.

Cancer and other causes of death
among farmers

NC1 investigators examined cancer
risks among farmers from 23 states for
1984-1988 (14). There were 119,648 deaths
among white men and 11,446 among nonwhite
men. Specific minority racial or ethnic
groups were not examined. The results for
the white and nonwhite men were fairly
similar (Table 1). Excess risks for both
groups were seen for cancers of the
pancreas and prostate, vascular lesions of
the central nervous system, asthma, and
accidents. White men also had excess
deaths from cancers of the lip, kidney,

and brain. The major difference between
the two racial groups,was in the results
for lymphatic and hematopoietic tissue
cancers.
lymphoma,

Multiple myeloma, non-Hodgkin's
and leukemia were significantly

elevated for white men but were less than
expected for the nonwhites.

Leukemia
In a fourth study, non-governmental

researchers (Loomis and Savitz) used the
NOMS 1985-1987 data from 16 states in a
case-control study to assess occupational
associations with leukemia mortality (15).
The cases included 4739 white men and 390
black men.
ratios

The age and race-adjusted odds
were computed and supported

previously reported associations with
employment in petroleum refining (OR=1.3,
95% CI=O.6-2.6, 8 cases) and rubber
manufacturing industries (ORx1.3,  95%
CI=l.O-1.8, 39 cases).
analyses

Race-specific
of broad occupational groups

found the risk for white professional men .
was elevated (OR=1.3, 95% CI=l.l-1.4, 403
cases), as was the risk for executives,
administrators and managers (ORc1.2, 95%
CI=l.l-1.4, 586 cases). Elevated risks
were also found for black professional men
(OR=1.8, 95% CI=1.2-2.7, 26 cases) and
black mechanics and repairers (OR=1.8, 95%
CI=l.l-2.9, 20 cases).

Disaussion
Health disparities in minorities may

be caused mainly by differences in social
class, reflecting such factors such as
income, education, and access to medical
care (5). However, studies which have
controlled for many of the factors for
which race may serve as a surrogate still
find unexplained racial differences in
ti;;z, outcomes (16). As mentioned

data from the National Health
Intervihw  Survey and from the New Jersey
Department of Health indicate that
minority workers may experience greater
exposure to hazardous work conditions than
do white workers. In the studies
described here, for some causes of death,
the occupations exhibiting high risks for
blacks were different from ‘those for
whites. For these reasons, we believe
that it is important that results from
occupational studies be reported as
completely as possible for gender, race,
and ethnicity.

Researchers attempting to study
occupational disease in minorities can
encounter several problems.
sample sizes

Adequate

since
are difficult to obtain,

minorities represent a small
proportion of the population: 12% of the
U.S. population is black, 2.9% Asian, 0.8%
American Indian,
origin.

and 9% is of Hispanic
The quality and comparability of

racial and ethnic information available
for health research is uneven, with some
data systems relying on self-reported
data, which is sometimes inaccurate (17).
For example, Hispanics sometimes choose
"other" for race, rather than black or



white. Other systems use external
assessment, such as interviewers' judgment
or use of Hispanic surname. For death
certificates the information is collected
by funeral directors from the next of kin.
And finally, the quality and completeness
of the health outcome data and data on
risk factors, including occupation, may
vary among racial and ethnic groups.

The NOMS system has the potential to
meet many criteria for an acceptable data
source for studies of minority workers.
For the most effective use, the NOMS
system needs several enhancements and
improvements. Currently, the NOMS system
is acquiring data from only 21 states.
Figure 2 shows the NOMS states and the
states with the largest numbers of deaths
for Blacks, Hispanics, American Indians,
and Asians. Many of the states with large
minority populations, such as California,
Florida, Illinois New York, and Texas,
are not included in the NOMS system. To
improve the ability of the NOMS system to
identify occupationally-related health
problems of minority workers, these states
should be added.

Researchers have questioned the
accuracy and completeness of the death
certificate information for race and
hispanic origin (17). NCHS has assessed
the ethnicity data for Hispanics and in
1990 46 states and the District of
Columbia submitted data that met its
quality standard (18). The Hispanic data
were at least 90% complete and
sufficiently comparable for analysis.

NIOSH researchers made a rough
assessment of the occupational data, which
are also questioned for accuracy and
completeness. We examined the percentage
of deaths having an occupation code of not
reported or retired. The death
certificate requests the llusualll  lifetime
occupation, even if the person is retired
at the time of death, so that retired is
an invalid occupational response. Using
this yardstick, we found the quality of
the occupational data to vary somewhat by
race and hispanic origin, although the
percent was not unacceptably high (less
than 5%) for any group (Table 2). In the
21 states that provided data in 1990, this
ranged for males from 0.2% not reported
and 0% retired in one state to 6.9% not
reported and 0.3% retired in another.
Some of the state differences might be due
to special programs to educate funeral
directors in the importance of.collecting
detailed and accurate industry and
occupation information.

A study currently underway may help
in better understanding the data and its
usefulness for occupational health
surveillance. NIOSH is collaborating in
a Centers for Disease Control and
Prevention survey of vital registrars and
funeral home directors to determine the
ways in which race, ethnicity, occupation,
and other demographic information is
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collected on death certificates. We are
examining the factors that influence
quality and completeness. Recommendations
for improved and standardized collection
of these data will be developed.

Measuring disparities in health
outcomes among racial and ethnic minority
groups is a difficult task. It becomes
more difficult when attempting to do so
for occupational or industrial groups. No
one source of data can provide sufficient
information. The NOMS data can give a
part of the picture. Analyses of the data
may be used as a screening tool to
identify associations of cause of death
and occupation (or industry) that warrant
further study, to evaluate the results of
other studies, to target occupational
groups for health promotion activities, or
for descriptive purposes. If we gain a
better understanding of the data, improve
the quality of the data, and increase the
number of contributing states with large
minority populations, we will improve the
utility of the NOMS system for
occupational health surveillance in
minorities.
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Figure 1. Breast Cancer Proportionate Mortality Ratios for Selected Occupations.
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Taachara

Librar ians

Religious

Rotail Salor

Matal  W o r k i n g

Product ion Testers

* P-c.05

, ,

0 5 0 1 0 0 lb0 2 0 0 2 5 0
PMR

Figure 2. States with Large Numbeq ofBlack,Hispanic, American
Indian, &Asian Deaths

0 Blacks A Hlspanlc * Amerkan n Asian 0
Indian

*National Occupatlonal Mortality  Surveillance

253

NOMS
Stetes*



Table 1.
States,

PrOpOrtiOnate Mortality Among Male Farmers From 23
1984-1988, by Race and Sex (PMRs for Non-Neoplastic

Diseases and PCMRs for Specific Cancers)

CAUSE WHITE MEN NONWHITE MEN

Pancreas 1.13= (1133)b
1.07-1.20'

Lip 2.31 (21)
1.43-3.53

Prostate 1.18 (3765)
1.14-1.22

Kidney 1.10 (552)
1.01-1.19

Brain 1.15 (447)
1.05-1.26

Non-Hodgkin's
Lymphoma

Multiple Myeloma

1.21 (843)
1.13-1.30

1.15 (413)
1.04-1.27

Leukemia

Vascular Lesions of
Central Nervous Sys

Asthma

1.27 (1072)
1.20-l-35

1.15d (9874)
1.13-l-17

1.39 (171)
1.19-1.61

All Accidents 1.29 (3972)

1.20 (125)
1.00-1.43

-- (0)
0 expected

1.14 (564)
1.05-1.24

0.77 (30)
0.52-1.10

0.97 (16)
0.56-1.58

0.71 (24)
0.46-1.06

0.92 (51)
0.69-1.22

0.90 (55)
0.73-1.27

1.38 (1275)
1.30-1.46

1.66 (36)
1.16-2.29

1.34 (493)
1.25-1.33

a PCMRS
1.23-1.47

for cancers
b
c
d

Number of deaths
95% confidence interval
PMR

Table 2. Percentage of "Not Reported" and "Retired"  Occupations
by Race or Ethnicity for Males, 1990 NOMS data

Race/
Ethnicity

Not Reported Retired

American Indian 2.31 0.83
Asian 3.21 0.52
Black 3.76 0.48
White 1.83 0.39
Hispanic 3.21 0.82
Non-Hispanic 1.97 0.21
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COGNITIVE ISSUES IN IMPROVING
THE QUALITY OF MORTALITY STATISTICS

Jared B., Jobe, National Center for Health Statistics
Albert F. Smith, David J. Mingay, James A. Weed and Richard M. Roberts

Cause-of-death statistics in the United States are
produced from death certificates by state and local vital
registration offices (50.  states, New York City, District
of Columbia, Puerto Rico, Virgin Islands, and Guam)
and by the National Center for Health Statistics. They
are perhaps the most widely used national, state, and
local data for identifying and dealing with the nation’s
health problems. Cause-of-death data are central and
fundamental to measuring health status and evaluating
the effectiveness of intervention and prevention efforts
(Israel, Rosenberg, & Curtin, 1986; Sirken, Rosenberg,
Chevarley, & Curtin,  1987).

Although each vital registration area in the United
States has its own death certificate, the medical
certification sections of the various death certificates are
essentially identical. The certification section consists of
two parts (see Figure 1). Part I contains either three or
four lines, and the physician is instructed to “enter the
diseases, injuries, or complications that caused the
death. ” On the top line of the section, the physician is
to enter the immediate cause, defined on the U.S.
Standard Certificate of Death as the “final disease or
condition resulting in death. ” On the remaining lines of
Part I, the physician is to “sequentially list conditions, if
any, leading to the immediate cause,” entering the
underlying cause on the last used line. The
internationally accepted technical definition of the
underlying cause is “the disease or injury which initiated
the train of morbid events leading directly to death, or
the circumstances of the accident or violence which
produced the fatal injury” (World Health Organization,
1977, p. 700). In Part II of the certificate, the certifier
is to list “other significant conditions contributing to
death but not resulting in the underlying cause given in
Part I. It All of the information entered by the certifier
on the death certificate is potentially valuable. However,
by far the most important use of the death certificate for
public health purposes is to extract the underlying cause
of death from the information provided by the certifier.
Although selection and modification rules applied by
nosologists during coding of death certificates may
override what physicians report on the last used line of
Part I (World Health Organization, 1977, pp. 701-712),
valid data on the underlying cause of death dependents
on the ability and tendency of certifiers to report
accurately the underlying cause of death.

The current format of the cause-of-death section of
the death certificate is based on a particular set of
assumptions about how a physician does (or should)
make judgments about the cause of death so as to
provide information that will result in selection of the
“most appropriate” disease as the underlying cause of

death. Specifically, the certificate was designed to
encourage the physician to reason from the immediate
cause back to the underlying cause. It instructs the
physician to specify in Part II significant conditions that
unfavorably influenced the course of the morbid process
and thus contributed to the fatal outcome, but that were
not related to the underlying cause given in Part I. The
intent of Part II is to elicit from the physician statements
about other conditions present in the patient, and to
induce the physician to assert that these were not the
underlying cause of death.

Although it has been assumed that physicians will
identify most effectively the underlying cause of death by
engaging in such a backward reasoning process and by
explicitly excluding other alternatives, no empirical
evidence supports these assumptions. For this reason,
among others, there has been considerable concern about
the quality and completeness of reported information on
cause of death. Numerous methodological studies have
raised serious questions about the accuracy of reports of
underlying cause of death on death certificates (e.g.,
Percy, Stanek,  & Gloeckler, 1981; Corwin, Wolf,
Kannel, & McNamara, 1982).

This paper describes preliminary results from two
components of a program of research designed to
explore physicians’ understanding of causes of death and
of the death certification process. One component of the
research involves interviews with physicians. These are
intended to collect information concerning: 1)
physicians’ understanding of the concept of the cause or
causes of death; 2) physicians’ understanding of the
validity of sequences of causes of death; 3) what training
physicians receive, if any, in certifying the cause of
death; 4) physicians’ practices and attitudes about
completing medical certification of the cause of death;
and 5) underreporting of sensitive diseases or conditions,
such as alcoholism, drug abuse, and AIDS. The second
component of the research program consists of
experiments intended to: 1) further elucidate our
understanding of the cognitive processes of physicians as
they complete death certificates; and 2) evaluate the
effects of changes in the format of death certificates.

Interviews on Physicians’
Knowledge of Death Certification

Method
One set of interviews (pilot interviews) was

conducted with physicians in the mid-Atlantic region.
The physicians were sampled by the vital registrars of
Maryland, Virginia, and the District of Columbia from
completed death certificates. A majority of the
interviews was conducted face-to-face in physicians’
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offices. A questionnaire was administered, asking
physicians about their medical backgrounds, their
experiences in certifying death, and their usual practices
in death certification. Physicians were asked also about
their knowledge of certification requirements and about
their opinions regarding possible changes to the
certificate. In addition, the interview protocol was
designed to assess physicians’ understanding of
terminology used in death certification.

The physicians’ comprehension of key terminology
used in death certification is extremely important. If
they do not understand the terminology, they may be
more likely to make errors in completing certificates.
Physicians were asked to define four terms: immediate
cuuse  of death (the final disease or condition resulting in
death); underlying cause of death (the disease or injury
that initiated the events resulting in death): other
sign@cant  conditions (those conditions that contributed
to death, but did not result in the underlying cause of
death, that is, were NOT part of the causal sequence):
and mode of dying (the mechanism by which death
occurred).

Results
We report data for 16 interviews for which audible

recordings were .made.  (Four other interviews were
conducted, but not analyzed due to inaudible audiotapes.)
The interviews averaged around 45 minutes in length.
Most physicians were very cooperative and forthright in
discussing death certification, although scheduling times
for interviews was often difficult.

The mean age of the 16 respondents was 39 (range
28-65). Three were residents and two were fellows; of
the remaining eleven, seven described their practices as
primarily office-based, and four as primarily hospital-
based. Internal medicine (one with geriatrics) was
indicated by 6 respondents as the specialty in which they
had spent the major portion of their working time in the
past 12 months: family practice was indicated by 2; and
each of the following specialties was indicated by one
respondent: otolaryngology, hematology, hematology and
oncology, oncology, general medicine, and urology (two
respondents were not asked). Twelve respondents
reported being certified by at least one specialty board.
Excluding one respondent who was a deputy medical
examiner as well as a primary care physician and who
reported having certified about 250 deaths in the past 12
months, mean number of deaths certified in the past 12
months was reported as 16.2 (range from 0 to 40).
Many respondents indicated considerable uncertainty
about the actual numbers.

Several findings emerged from these interviews:
First, physicians tended to answer questions using
examples from their personal experience. Second, many
described causes of death using terminology other than
that used on the death certificate, such as primary or
proximate cause of death instead of immediate cause,
and secondary or fundamental cause of death instead of
underlying cause. Physicians often described one

condition as being secondary to another
instead of caused by or as a consequence
condition.

condition,
of another

Third, standard certification procedures vary from
hospital to hor.pital.  For example, at many hospitals,
resident physicians and interns complete virtually all of
the death certificates, whereas at other hospitals,
attending physicians complete all certificates. At some
hospitals, a hospital report of death is completed by the
physician, and the hospital records office enters the
information on the death certificate which the physician
signs.

Fourth, physicians had trouble understanding the
terminology used on the death certificate. These results
are described below.

Mode of Dying and Immediate Cause of Death.
All of the physicians demonstrated an understanding of
at least one of the two terms, immediate cause of death
and mode of dying. However, only 4 of the 16
respondents were able both to define the two terms and
to demonstrate an understanding of the distinctions
between them. For example, respondent Sl stated that,
“The immediate cause is the actual diagnosis that
describes why somebody expired, and it’s not the
mechanism by which they expired... I guess the term
mode of dying would be the actual mechanical--or
physical--event that happened.. . something like
respiratory arrest or cardiogenic shock. ”

Six respondents demonstrated an understanding of
the distinction between immediate cause and mode of
dying, but did not define adequately one or both terms.
For example, respondent M4 stated that the immediate
cause was, “What actually caused the death.. . . the event
that caused the patient’s death; disregards any of the
events that may have led up to the death.. . ; ” and stated
regarding the mode of dying, “I have no idea what this
means. Could mean many things; what the actual cause
was, whether the patient died by accident, or by natural
causes, or by trauma. ”

Six respondents could not differentiate between the
terms, but appeared to have some understanding of the
meaning of immediate cause. For example, respondent
S4 defined the immediate cause as, “The precipitating
factor that took the patient’s life at that particular time;”
and for the mode of dying stated that, “I’m not sure
what they mean by that--mode of dying--I have no idea. ”

Underlying Cause and Other Significant
Conditions. Only 3 of 16 physicians demonstrated an
understanding of the definitions of and distinctions
between underlying cause of death and other significant
condin’ons. For example, respondent M3 defined
underlying cause as, “The disease process underlying the
terminal event, for instance, in this man it is the
arteriosclerotic heart disease... Underlying cause is a
cause that does not require another to explain it;” and
defined other significant conditions as, “Like a disease
which may aggravate or worsen the underlying cause,
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may make the patient more susceptible to underlying
conditions, but which are not pathophysiologically a
cause of or result of the underlying cause... .”

Five physicians demonstrated an understanding of the
distinction between underlying cause :and other
significant conditions, but did not define adequately one
or both terms. For example, respondent Wl’stated  that
the underlying cause was, “The cause of the cause of
death. Longitudinal diagnosis associated with the acute
event., .; ” and defined other significant conditions as,
‘I.. .thediseases  associated with patients’ medical history
that are contributory: they can alter the course of the
underlying cause. ”

Four physicians did not differentiate between
underlying cause and other significant conditions, but
appeared to have some understanding of the meaning of
one of the terms. For example, respondent S3 stated
that the underlying cause was, “The condition or disease
that led to or predisposed the patient to other comorbid
conditions, including the one that may have caused their
death;” and defined other significant conditions as,
“Other comorbid conditions that were debilitating. ”

Two physicians did not demonstrate an understanding
of the distinction between the terms. For example,
respondent Rl, when asked to define the underlying
cause, stated that, “Underlying medical conditions are
those that may have contributed to the patient’s overall
state of health or to have led up to contributing causes of
death, but not necessarily to the principal illness or
diagnosis. ” When asked to define other significant
conditions, the respondent stated, “Nebulous. It depends
on a multitude of diagnoses that the patient has. Could
have many things, including chest pain and then
expires.. . ”

Three respondents gave definitions of underlying
cause of death that were, clearly incorrect, and four gave
incorrect definitions of other significant conditions.

Due to the small numbers of respondents and the use
of responses to open-ended questions to infer physician
knowledge, these findings should be regarded as
preliminary. These interviews elicited considerable
information about the attitudes and practices of
physicians regarding death certification, as well as
additional information about their knowledge of the task.

Using a revised version of the questionnaire, we plan
to conduct a larger number of additional interviews that
will permit a more definitive portrait of physicians as
certifiers of death.

Evaluation of Certificate Format
As we indicated earlier, a primary goal of the

experimental component of this project is to evaluate the
effect of certificate format on statements about cause of
death. The impact of certificate format on some aspects
of certification practice may be revealed through natural
experiments. For example, any relationship between the
number of causes of death entered on the death
certificate and number of lines in Part I may be
examined by comparing recorded number of causes in

states that use a 3-line cause-of-death section to that in
states that use a 4-line section. However, other aspects
of the comprehension and practice of certification may
be evaluated only through controlled studies.

In an experiment that is currently underway, we are
comparing the effectiveness with which three different
certificate formats elicit reports of the correct underlying
cause of death. Specifically, we are comparing reports
of cause of death on the standard certificate to those on
two experimental certificates. We call one of the
experimental cause-of-death sections the reverse-order
cernficate,  because the causal sequence requires the
physician to enter the underlying cause of death on the
top line and the immediate cause of death on the last-
used line. Requiring the underlying cause of death on
the top line may improve physicians’ reporting of the
underlying cause. Our interviews have indicated that
many physicians think of the underlying cause first,
especially for patients that they have treated for a
chronic health condition. Moreover, with this format,
physicians are less likely to be distracted by the
conditions that immediately surround the death. We call
the second experimental format the underlying-cuuse-
only certificate because it has but one line that is to be
used by the physician to enter the underlying cause of
death. This certificate is intended as a more extreme
way of focusing the certifier’s attention on the
underlying cause--the cause of paramount importance
from a public health perspective.

In another experiment, we will compare reports of
underlying cause on the standard certificate to those on
a form that we call the checkbox  certificate. On this
form, the physician will be asked to check one of several
modes of dying (e.g., cardiac arrest, respiratory arrest,
exsanguination) prior to writing in the causes of death.
Physicians often enter a mode of dying on the top line of
Part I of the cause-of-death section. This study will test
the hypothesis that better reports of underlying cause of
death can be obtained if physicians state formally the
mode of dying at the outset of the certification process.

In this section, we describe the methodology and
preliminary results of the comparison of standard-order,
reverse-order, and underlying-cause-only certificates.
We anticipate that the general methodology for
subsequent experiments will be similar.

Method
Materials were distributed at a board review course

in family practice in Chicago. Each  physician received
an envelope containing a case vignette, one of the three
cause-of-death sections, and a brief demographic
questionnaire. The assignment of physicians to
certificate conditions was random. Instructions were
printed on the envelope. All physicians received the
same vignette: the vignette was modified from one of the
examples in the Physici(ms’  Handbook on Medical
Cert@cution  of Death (NCHS, 1987). Physicians were
asked to read the vignette and to complete the enclosed
cause-of-death section.
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ReSllltS
We describe interim results from 76 subjects. The

76 physicians had been out of school for a median of
10.5 years. They reported completing a median of 2.5
death certificates in the past 12 months. Not
surprisingly, 62 listed family practice as their specialty.

According to an egpert  pathologist (Lloyd Reich,
personal communication, June 15, 1993),  the correctly
completed death certificate for this case should list non-
insulin dependent diabetes mellitus as the underlying
cause of death. In the standard-order condition, 14 of
25 physicians wrote diabetes mellitus as the underlying
cause of death. In the reverse-order condition, 15 of 25
wrote diabetes mellitus. In the underlying-cause-only
condition, only 6 of 26 wrote diabetes mellitus, whereas
13 wrote renal failure. These conditions dlffered
significantly in the frequency with which dlabetes
mellitus was reported as the underlying cause (X? (2) =
8.48, p < .025). The standard-order and reverse-order
conditions did not differ in eliciting reports of diabetes
mellitus as the underlying cause, but the rate of reporting
of diabetes mellitus was significantly lower for the
underlying-cause-only condition.

Because it would be imprudent to draw conclusions
about certificate format on the basis of a single vignette,
this experiment will be replicated using additional case
histories.

Discussion
The research described in this paper investigated: 1)

whether physicians understand the meanings of important
terms on the death certificate; and 2) whether physicians’
specifications of the underlying cause of death depend on
certificate format. In this section, we summarize the
most important interim findings of this study, and briefly
discuss their implications.

Mode of Dying and Immediate Cause of Death
Perhaps the most striking finding is that, although

the instructions on the cause-of-death section of the death
certificate instruct the certifier not to enter the mode of
dying as a cause of death, and provide examples of
modes of dying (see Figure l), only six respondents
were able to correctly define mode of dying.

It is noteworthy, however, that comments made by
three respondents who did not understand the term
indicated a belief that they were not allowed to enter a
mode of dying on the death certificate. This may reflect
either memory for the certificate form or efforts by some
state health departments and hospital records departments
to correct physicians who make such entries as the sole
condition in Part I of the cause-of-death section.

The term immediate cause of death was better
understood than mode of dying. All sixteen respondents
offered definitions of immediate cause of death, and
none were clearly wrong. Nevertheless, the vagueness
and ambiguity of many of the respondents’ definitions
suggest that most respondents had an incomplete
understanding of the meaning of the term. Of course,

even individuals as verbally skilled as physicians may
have difficulty expressing their knowledge of a concept
in words; thus many respondents may have a better
functional understanding of immediate cause of death
than their definitions would suggest.

Given the anecdotal evidence that physicians often
enter a mode of dying on the top line of Part I of the
cause-of-death section, we examined respondents’ ability
to discriminate between the terms mode of dying and
immediate cause of death. Six of the 16 respondents
failed to demonstrate any ability to discriminate between
the terms. Should these results generalize to all
physicians who certify deaths, numerous physicians may
indeed enter erroneously a mode of dying rather than the
immediate cause on the death certificate. This would
suggest the need for educational efforts on how to
complete death certificates.

Underlying Cause and Other Significant Conditions
As discussed earlier, the primary purpose of the

death certificate is to obtain the physician’s opinion
about the decedent’s underlying cause of death. Thus,
it is troubling that three respondents defined incorrectly
underlying cause of death, and only three respondents
gave definitions that were fully adequate. It should be
noted, however, that other respondents may well have
been able to give correct definitions, including many of
those who gave examples rather than definitions in the
interview.

Examining respondents’ definitions of underlying
cause and other significant conditions revealed that only
two respondents failed to demonstrate any ability to
distinguish between these terms. This suggests that
respondents were somewhat better at discriminating
between underlying cause and other significant
conditions than between immediate cause of death and
mode of dying.

In summary, the physicians interviewed appeared to
vary greatly in their understanding of the cause-of-death
concepts used on the death certificate. Many exhibited
significant error or uncertainty in their understandings of
the terms immediate and underlying cause of death, other
signijkant  conditions, and mode of dying.

In addition, although no systematic attempt was made
to measure within-subject reliability in defining the
cause-of-death concept, there appeared to be substantial
within-person inconsistency. An appreciable number of
respondents contradicted themselves while defining one
or more of the terms. This adds to the evidence that
many respondents lacked well-articulated definitions of
these terms.

Other Terminology
Another important finding is that the terms used by

many physicians to refer to causes of death differ from
those used on the death certificate. Physicians typically
referred to primary or proximate cause instead of
immediate cause of death and to secondary or
fundamental cause instead of underlying causes of death
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(e.g., acute respiratory failure secondary toemphysema).
This may account in part for physicians’ difficulty in
defining the terms immediate cause of death and
underlying cause of death.

Certification Procedures
Standard certification procedures vary from hospital

to hospital, with residents and interns completing
certificates at many teaching hospitals. In some cases,
“cross covering” residents complete the death certificates
for patients who die on evenings, nights, or weekends,
even though they have not been involved centrally in the
patient’s care. This may increase the likelihood of
erroneous reporting of the underlying cause of death,
especially when these residents have had no training and
little experience in death certification.

Format Experiment
The interim findings of the format experiment

provide no support for the hypothesis that listing the
underlying cause of death first  improves the accuracy of
reporting the underlying cause. The rate of reporting
diabetes mellitus as the underlying cause on the reverse-
order certificate did not differ from that on the standard-
order certificate. It is possible, as our interviews
indicated, that many physicians think first  of the
underlying cause of death for patients that they know had
chronic health conditions. However, for many other
physicians, especially those who are not the patient’s
primary physician, the immediate cause of death may be
most salient. Thus, when multiple lines are available in
the cause-of-death section, neither the standard- nor the
reverse-order certificate may have a clear advantage.

Moreover, the underlying-cause-only certificate
resulted in significantly less frequent reporting of
diabetes mellitus. This may indicate that the lack of a
causal sequence leaves physicians with less structure
within which to decide on the underlying cause,
increasing the chances that they will list the immediate
cause or an intermediate cause on the certificate. This
result may also reveal that physicians lack
comprehension of the term underlying cause. Given the
less than clear understanding by ‘physicians of the
terminology demonstrated by our interviews, this
interpretation appears to have considerable merit.

Liitatious
Three cautions should be stated about these interim

results. First, pertaining to the interviews, the data
reported in this paper were obtained from a small
opportunity sample of physicians. Regarding the task of
defining the cause-of-death terminology, we know of no
reason why respondents would tend to perform more
poorly on this task than would a random sample of
certifiers, and indeed, can think of a number of reasons
why these respondents should perform better.
Nevertheless, we cannot know the extent to which these
preliminary findings would generalize to all physicians
who certify deaths. This could be ascertained only by

means of a larger scale replication of this study using a
more formally assembled sample of physicians.

Second, the classification of responses from the
interviews involved an element of subjectivity. This is
true of all analyses of responses to open-ended questions.
We suspect, however, that the reported findings are
robust against reasonable variations in the coding
scheme.

Third, the results of the format experiment show that
certificate formats differ in their effectiveness at eliciting
diabetes mellitus as the reported underlying cause for the
vignette we used. However, to evaluate the generality
of this format effect, the study should be replicated with
other vignettes. This project is currently underway.

Conclusions
The results of this project should indicate whether

certain changes to the cause-of-death section of the
standard death certificate would yield more accurate
mortality statistics. In addition, evaluating physicians’
knowledge of certification practices may suggest areas
that should be emphasized in training physicians to
complete death certificates.
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THE RELATIONSHIP BETWEEN MATERNAL HIV SEROPREVALENCE AND THE
HOSPITALIZATION OF HIV INFECTED CHILDREN IN THEIR FIRST

YEAR OF LIFE

Dr. Gerald Kaufman, New York State Health Department
Vito Logrillo, John Whitaker

INTRODUCTION

The care of HIV infected children is
an area of public health concern in New
York State (NYS). As of March 1993,
1,256 children under the age of 13 have
been identified as infected with AIDS in
NYS (1). Maternal, or vertical, trans-
mission is the major route of HIV infec-
tion in the under 13 population, report-
ed in 93% of the AIDS cases (1). For
public health planning, it would be use-
ful to know how many children annually
will become HIV infected, when they will
become sufficiently ill to require hospi-
talization, and the hospital resources
these children utilize.

Information is available from'1988
to date regarding the number of HIV in-
fected mothers who delivered liveborn
children each year in NYS. This is de-
termined by testing for maternal HIV
antibodies in each NYS newborn. Approxi-
mately 7,330 HIV seropositive newborns
were born in NYS from 1988 through 1991
as reported from NYS Seroprevalence data
(2). Seropositivity rates have remained
essentially constant at 0.6% for NYS,
1.2% in New York City (NYC) and 0.2% in
the Rest of NYS from November 1987
through December 31, 1991. If the mother-
to-child HIV vertical transmission rate
was known, an estimate of HIV infected
newborns via maternal transmission could
be obtained. In studies performed in
Rwanda (3), Zaire (4), Zambia (5) and the
Congo (6), vertical transmission rates
have been reported ranging from 25% to
49%. In studies performed in Europe (7),
France (8) and the British Isles (9),
lower vertical transmission rates have
been reported, ranging from 14% to 19%.
In the study of Glebatis, et al (10) of
NYS children, it was concluded for births
from 12/87 through 6/88, that 15% of the
seropositive newborns were hospitalized
with an AIDS related diagnosis during
their first year of life. However, the
calculation of a NYS specific vertical
transmission rate is still lacking.

In this study we have attempted to
estimate a minimum vertical transmission
rate and the hospital resources utilized
by HIV infected children during their
first year of life. This was based on
available information regarding children
who were found to be HIV infected in the
NYS hospital system during their first
year of life. The data files utilized

include seroprevalence data files, hospi-
talization abstract data files from the
Statewide Planning and Research Coopera-
tive System (SPARCS), and Vital Statis-
tics matched birth-infant death files.
The limitations of these data sources
will also be discussed. Described below
is the data preparation, methodology, and
the results from the analysis.

DATA PREPARATION

Creation of a Longitudinal File Describ-
ing NYS Hospital Usage by HIV Infected
Newborns During their First Year of Life.

All hospitalization records of chil-
dren born during the period 1987-1992
with an indication of HIV infection in
the discharge records were selected from
the Statewide Planning and Research Coop-
erative System (SPARCS) and linked to
form case specific hospitalization histo-
ries. The SPARCS collects an abstract
describing each hospital stay in NYS
except for stays in psychiatric and Fed-
eral Government hospitals. The SPARCS
data file was considered over 98% com-
plete for the time period studied and
contained information regarding the pa-
tients date of birth, gender,
race/ethnicity, hospital utilization,
admit date, discharge date, medical re-
cord number, diagnoses, and discharge
disposition. Also available for some
admissions was information from the first
matched bill describing the .patients
insurance codes and 'address. Previously
longitudinalized SPARCS files which
linked these records with case numbers
for the years 1987 through 1990 were also
utilized for linkage purposes. The SP-
ARCS files do not contain any explicit
patient identifiers such as name or so-
cial security number so linkages between
records were indirectly determined.

The goal of the longitudinalization
effort was to estimate the number of
children who were born in a particular
month and year and hospitalized within
the first year of life with a diagnosis
of HIV infection. To identify HIV infec-
tion, it was required that a principal or
secondary diagnosis ICD-9-CM code of 042,
043 or 044 be present in any hospital
admission within the first year of life.
Children with stays where only seroposi-
tivity (ICD-9-CM code of 795.8) was pres-
ent were not counted as HIV infected
since this may be due only to maternal
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anti-bodies during the first 15 months of
life.

Cases were considered to be either
from a distinct person (unique) or possi-
bly from another person already repre-
sented by another case (uncertain).
Records were categorized by unique dates
of birth and gender and then formed into
cases within each category. Records with
different dates of birth or different
genders were considered to be from dif-
ferent persons. Date of birth and gender
are two variables which have been shown
to be reported with high accuracy and
reproducibility so they form the basis
for determining cases. Records with the
same date of birth, gender, medical re-
cord number and hospital of stay were
considered to be from the same person
(intra-hospital case formation), as well
as records with the same case number
and/or insurance company code (inter and
intra- hospital linkage). If more than
one case was determined to exist in the
same category, uniqueness was established
among the cases by the presence of multi-
ple deaths, overlapping stays, or admfs-
sions in one case after death in a dif-
ferent case. These were the only crite-

ria used to determine uniqueness of cas-
es. An estimate of the number of HIV
infected newborns hospitalized in the
first year of life per month of birth was
calculated by the number of unique cases
plus one half of the uncertain cases
found for the children born in each
month. This is midway between our mini-
mum and maximum estimated number of cas-
es.

Figure 1 summarizes the results of
the longitudinal file creation process;
it contains the estimate of the number of
HIV infected newborns hospitalized by
birth month and birth year from 1987
through 1991. Table 1 displays the demo-
graphics of the cases.

The Minimum Percentage of HIV Seroposi-
tive Newborns That Become HIV Infected
During the First Year of Life.

To estimate the minimum percentage
of HIV infected children that become HIV
infected during the first year of life, a
comparison of the number of children
identified with HIV infection in the NYS

Figure 1

METHODOLOGY

Number of HIV Infected* Children Hospitalized
Within the First Year of Life

By Month of Birth
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*HIV Infected = the presence of a 042.X-044.X ICD-O-CM code as a principal or secondary diagnosis in
any of the hospitalizations during the first year of life.
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Table 1
Demographics Of All Pediatric HIV Cases

Hos&Iized Within Their First Year Of Life
1987-1991 (1,048 Cases)

Race Percent Of Cases

Black 46.9
Hispanic 34.8
White 11.2
Other 6.6
Asian 0.2
American Indian 0

Gender Percent Of Cases

Male
Female

53.1
46.9

Region Percent Of Cases

New York City 89.0
Upstate 11.0

hospital system to those born seroposi-
tive was performed for matched birth
month cohorts from 1987 through 1991.
Seropositive case counts were obtained
from the NYS seroprevalence file and HIV
infected hospitalized case counts were
obtained from longitudinalized SPARCS
file data (See Data Preparation Section).
This ratio of the case counts results in
a minimum estimate of the vertical trans-
mission rate as HIV infected children are
not necessarily all hospitalized during
their first year of life.

HIV
NYS
New
the
the

For this analysis to be valid the
infected children identified in the
hospitals would have to been born in
York State and therefore be tested in
seroprevalence study. To validate
accuracy of this assumption, the

birth location of HIV infected children
born in 1988 who died in the hospital
within the first year of life was ob-
tained by matching these deaths to the
NYS birth-infant death file maintained by
the Vital Statistics Unit of the NYS DOH.
This file contains information from the
birth and death certificates of children
who died within the first year of life in
NYS. Of the 45 children who were born in
1988, identified from the SPARCS as HIV
infected and died under the age of 1, 91%
(41) were found in the NYS birth-infant
death file. All of these 41 children
were born in NYS. This estimated migra-
tion rate is conservative as there was
insufficient information to link some
children who died to their birth certifi-
cate records and obtain a place of birth.
We consider this result sufficient justi-
fication of the assumption of little
migration of HIV infected children under
the age of 1 to NYS. If there is signif-

icant migration of HIV infected newborns
from NYS, this would result in the esti-
mate of the vertical transmission rate
being n)ore conservative.

Hospitalization Utilization During the
First Year of Life

For each year, 1987 through 1991,
the number of stays, number of cases,
number of stays per case, days spent in
the hospital per case, total days spent
in the hospital per year and the average
length of stay per admission were calcu-
lated for all HIV infection cases.

RESULTS

Minimum Vertical Transmission Rate

Figure 2 describes our findings of
the relation of HIV Infected newborns
hospitalized within the first year of
life to Maternal HIV seroprevalence by
matched month of birth. The data indi-
cate an increase in the percent of sero-
positive newborns hospitalized from l/88
to 12/91. Table 2 presents these data on
an annual basis. The minimum vertical
transmission rate appears to have changed
from 9% in 1988 to 12.9% by 1991.

Hospital Utilization During the First
Year of Life

The hospital utilization character-
istics over time are shown in Table 3.
The median length of stay per admission
has dropped from 13 days in 1987 to 7
days in 1991. The number of children
hospitalized has increased each year
during this period. The net result is
that the total days spent in the hospital
does not show any significant trend.

DISCUSSION

The results from the analysis indi-
cate that the vertical transmission rate
has increased. The most likely reason
for this phenomenon is that the identifi-
cation of HIV infected children has be-
come more complete over time. A previous
study by the NYS AIDS Epidemiology Pro-
gram (11) found that of the 042-044,
795.8 codes found in SPARCS, 94% were on
the medical face sheet and of the primary
discharge codes 98% were so listed on the
face sheet. Of the AIDS cases reported
to the NYSDOH, 81% were identified in
SPARCS (559 of 687 in 1987). However,
children under the age of 1 have differ-
ent problems in terms of accurate identi-
fication of HIV infection and a study of
the completeness and accuracy of HIV
coding in SPARCS of this group is needed.
However, it is also possible that the
vertical transmission rate has changed
due to other factors e.g. changes in
breast feeding patterns.
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Figure 2
Ratio of HIV Infected* Children Hospitalized

Within the First Year of Life to Maternal HIV Seroprevalence
By Matched Month of Birth
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*HIV Infected = the presence of a 042.X-044.X ICD-9-M code as a principal or secondary diagnosis in
any of the hospitalizations during the first year of life.

Table 2
HIV Infected Children Under The Aae Of One In

New York State

Year Of Number Sero- Expected’ HIV Infected
Birth Of Live positive Number of HIV Children

Births Newborns Infected Hospitalized
Children Under The Age

Of One

1987 271,355 . . 146M

1988 279,976 1732 272 156k8

1989 290,528 1884 295 199k24

1990 297,468 1898 298 228X26

1991 292623 1816 285 234X26

Ratio Of
Observed To

Expected

.

57.35%

67.46%

76.51%

82.11%

1 - Estimated number of HIV infected cases based on 15.7% vertical transmission rate.
l -Not Collected.
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Table 3
New

During Their First Year Of Life

Year HIV Stays
Of Cases Total

Median Total ALOS Median Average
Avg/ Time To Days Per

Birth
LOS Per Days

Case First Record Record Per
Stay Case

1987 146zt4  220 1.47 146.0 6877 31.26 13.0 47.10

1988 156B 243 1.56 181.0 5518 22.70 10.0 35.37

1989 199k24 350 1.76 143.0 8175 23.36 11.0 41.08

1990 228zt26  411 1.80 135.0 7389 17.98 9.0 32.40

1991 23496  387 1.66 150.0 6499 16.79 7.0 27.77

The proportion of the HIV infected
children who were hospitalized during the
first year of life is still unknown and
our present estimate of a minimum verti-
cal transmission rate of 12..9% is a cons-
ervative estimate. It is interesting to
note that it is not inconsistent with the
initial estimate of 15.7% from the other
Studies conducted in industrialized coun-
tries. Current plans are to continue the
study to include hospitalizations beyond
the first year, if the necessary migra-
tion and coding study results support
this extension. Other data related is-
sues which precluded more recent results
include lags in reporting to the SPARCS
and lags in updating the birth-infant
death file.

The hospitalization utilization
studies should prove USefUl for estimat-
ing the burden on the hospital system due
to the HIV infected children. The utili-
zation trends will be monitored to deter-
mine any changes due to improving care
modalities or differing opportunistic
infection rates.

It was also observed that there was
a lack of information regarding HIV sta-
tus of the mother and the child in the
birth certificate files, and inconsistent
reporting of in-hospital mortalities be-
tween the SPARCS and the death certifi-
cate files. These issues have been
raised with the Vital statistics Unit of
the NYS Department of Health and are
being investigated.
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SURGICAL PROCEDURE RATES WITH NUMERATORS FROM HOSPITAL DATA
AND DENOMINATORS FROM SEVERAL DIFFERENT "AT RISK" POPULATIONS

Jane F. Gentleman, Statistics Canada
Greg F. Parsons, Michael N. Walsh

Ongoing at the Canadian Centre for
Health Information at Statistics Canada
is a study of surgical procedure rates
across Canada, by Census Division. A
Census Division (CD) is a geographical
region similar to a county. There were
266 CDs in all of Canada in the years
covered by this study. Procedure counts
are derived from national hospital
discharge data at Statistics Canada. In
all, about 70 surgical procedures are
being analyzed. For further information
about the data and methodology, see Gent-
leman, Wilkins, Nair, and Beaulieu (1991a
and 1991b).

The rate for a particular surgical
procedure is calculated as the number of
surgical procedures divided by the
population at risk of undergoing that
surgical procedure. As examples, this
paper discusses two procedures: cesarean
section and lung surgery. For each of
these, two or more different denomi-
nators, representing different defini-
tions of the population at risk, are used
to calculate procedure rates. Not only
is each denominator from a different data
source than the numerator (which was the
subject of the conference session at
which this paper was presented), but the
sources of the denominators are different
from each other.

Procedures were coded using the
Canadian Classification of Procedures
(CCP). Procedure rates were calculated
based on the residence of the patient,
not on the location of the hospital. The
rates presented here are age-sex-
standardized, using as the standard popu-
lation the combined area for all CDs used
in the analysis. Different rates are
based on different numbers of CDs; CDs
were excluded from the analysis if their
populations were smaller than 5,000,
and/or for other reasons given below.
Nineteen age groups were used: cl, 1-4,
5-9, lo-14,...,  85+.

In further analyses not discussed in
detail here, age-sex&standardized rates
are normalized to have mean zero and
variance one under the hypothesis that
all CDs have the same procedure rates, to
adjust for differences in CD population
sizes.

Characteristics of Numerators
and Denominators

Table 1 describes the numerator and
three denominators used to calculate
three versions of rates of cesarean
section. Six characteristics of the
numerator and of each denominator are

summarized in the table: the event or
persons counted, the source of the data,
the date(s) covered by the source, the
date(s) used in the rate calculation, the
population covered by the source, and the
population used in the rate calculation.

For cesarean section rates, the
numerator was the count of cesarean
sections (CCP = 86.0-86.2 and 86.8-86.9)
obtained from hospital discharge data.
Denominator 1 was the number of females
of child?bearing age (15-49 years),
obtained from post-censal estimates.
(Canada conducts its Census of Population
every five years, in years ending in 1
and 6.) Denominator 2 (obtained from
national vital statistics birth files)
narrows the definition of population at
risk to those females aged 15-49 who
actually gave birth to a live child.
Denominator 3 slightly widens the
population at risk to include not just
live births. but also stillbirths (from
vital statistics stillbirth files).‘

Statistics Canada's hospital data are
collected on a fiscal year basis. To
smooth the procedure rates somewhat, two
fiscal years (1988-89 and 1989-90) were
used for the numerator. (Rates were
appropriately calculated so that they
could be interpreted as annual rates.)
Denominator 1 for cesarean sections was
an estimate at a single point in time,
close to the midpoint of those two fiscal
years. Denominators 2 and 3 were
compiled from appropriate portions of
birth and stillbirth data (which are
compiled on a calendar year basis) for
1988-1990. With Denominator 1, the rate
was calculated as the number of
procedures over two fiscal years divided
by twice the population count on June 1,
1989; with,Denominators 2 and 3, the rate
was the total number of procedures over
two fiscal years divided by the
respective population count over two
fiscal years. With Denominator 1,
procedure rates were calculated for CDs
in nine provinces; Prince Edward Island,
which is Canada's smallest province, was
not included because of its small CD
sizes and low procedure rates. With
Denominator 2, Newfoundland was also
excluded because (until recently), the
mother's age was not captured in vital
statistics data received from
Newfoundland.

Note that hospital discharge data are
case-based rather than person-based; that
is, the numerator was the number of
cesarean sections rather than the number
of different females receiving cesarean
sections during the reference period.
This tends to inflate the nUmeratOr
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slightly relative to a population of
individual women at risk.

Table 2 describes the numerator and
two denominators used to calculate two
versions of rates for lung surgery.
("Lung surgery" includes partial and
complete lung lobectomy and
pneumonectomy: CCP = 44.3-44.5.) In this
example, lung surgery rates were calcu-
lated for males only. (Lung cancer rates
are appreciably higher for males than
females.) Denominator 1 was the number
of males, obtained from post-censal esti-
mates. Denominator 2 (obtained from
national cancer registry files) narrows
the definition of population at risk to
males who were diagnosed with a new pri-
mary case of lung cancer. This is
actually an approximation insofar as not
all lung surgery is performed for treat-
ment of lung cancer, and because cancer
registry data (before 1992) are case-
based.

Continuing the concept of narrowing
the population at risk, an additional
denominator will be used in a future
analysis: it will count new cases of non-
small cell lung cancer (which, as opposed
to small cell lung cancer, is treatable
by surgery). These data are readily
available from cancer registry files,
which record the morphology (cell type)
of the lung cancer. It would also be
desirable to use as a denominator counts
of a subset of non-small cell lung
cancers, i.e., those diagnosed at earlier
stages of the disease (stages I or II),
which are usually treated by surgery, as
opposed to those diagnosed at later
stages (III or IV), which are usually too
far advanced to be treated by surgery.
However, the national cancer registry
does not (yet) capture staging informa-
tion, so this fourth denominator is not
available at this time.

With Denominator 2, lung cancer
surgery rates were calculated as the
number of procedures over two fiscal
years divided by twice the total number
of lung cancer cases in calendar year
1989. More recent cancer registry data
were not yet available for use in Denomi-
nator 2 at the time the analysis was
conducted.

As was the case for cesarean section
rates, lung surgery rates using Denomina-
tor 1 were calculated for CDs in 9 prov-
inces (omitting Prince Edward Island).
With Denominator 2, lung surgery rates
were only calculated for 6 provinces: New
Brunswick, Ontario, and British Columbia
were omitted because the required data
were not yet available at the time of the
analysis.

Selected Results

Figure 1 is a stem-and-leaf plot of
cesarean section rates in 255 CDs, calcu-
lated using Denominator 1 as described in

Table 1.
A stem-and-leaf plot is a special

kind of histogram on which the individual
values of the observations are displayed.
The final digit of a procedure rate iS
used as the graphing symbol. The prior
digits of a rate are given on the verti-
cal axis. In Figure 1, the decimal point
is assumed to be two places to the right
of the vertical line so, for example, the
smallest value shown on the plot (at the
top of the graph) is 260 cesarean sec-
tions per 100,000 females of child-
bearing age (15-49 years), and the
largest rate is 2,010.

The rates in Figure 1 represent a
total of 145,740 cesarean sections in the
255 CDs over two years.

Observations which were outside the
interval [median r 2(interguartile
range)] were identified as (possible)
outliers. In Figure 1, the median rate
was 1,123, and, using the above
criterion, four CDs were identified as
being outliers: the lowest rate (260) was
in Annapolis County, Nova Scotia, and the
three highest rates (1,960, 1,980, and
2#010), were in Division #19, Manitoba:
Okanagan-Similkameen Regional District,
British Columbia: and Dufferin County,
Ontario, respectively.

Annapolis County is in the southern
portion of Nova Scotia, on the Bay of
Fundy. Division #19 in Manitoba is a
large area straddling Lake Winnipeg. The
Okanagan-Similkameen Regional District in
British Columbia borders on the United
States. Dufferin County, Ontario is
northwest of Metropolitan Toronto.

Figure 2 is a stem-and-leaf plot of
cesarean section rates in 245 CDs, calcu-
lated using Denominator 3 as described in
Table 1. These rates represent a total
of 142,404 cesarean sections in the 245
CDs over two years. As expected, the
procedure rates are considerably larger
than in Figure 1 because the population
at risk is smaller. The median rate is
18,248 cesarean sections per 100,000
females of child-bearing age who gave
birth to at least one live or stillborn
child. Only one outlier was detected
using the above criterion; this was the
highest rate of 36,000, occurring in
Cumberland County, Nova Scotia, which
borders on the province of New Brunswick.

Changing from Denominator 1 to
Denominator 3 resulted in different CDs
being designated as outliers and, more
generally, in a different ranking of
procedure rates among the CDs. The CD
that had the highest rate and was
selected as the sole outlier in Figure 2
ranked 4th highest and was not an outlier
in Figure 1. The CD designated as having
an UIIUSUally  small rate in Figure 1 did
not have an unusually small rate in
Figure 2. The CDs that had the highest,
second highest, and third highest rates
and were selected as outliers in Figure 1
ranked 6th, 2nd, and 17th highest,
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respectively, in Figure 2 and were not
selected as outliers.

Figure 3 is a stem-and-leaf plot of
lung surgery rates for males in 163 CDs,
calculated using Denominator 2 as
described in Table 2. These rates
represent a total of 2,123 lung surgeries
in the 163 CDs over two years. The
median lung surgery rate was 12,920 per
100,000 new lung cancers. One CD
(Division #7, Newfoundland, on Canada's
east coast at Bonavista Hay), was
identified as having an unusally high
lung surgery rate of 61,000.

It should be noted that the observa-
tions plotted in Figures 1-3 are not
identically distributed, because the CDs
have different population sizes and thus
their procedure rates have different
variances. For that reason, these
outlier-identification techniques are
also used to analyze the normalized
procedure rates mentioned earlier. Just
as the use of different populations at
risk results in different CDs being
designated as outliers, so does the use
of the normalization procedure. A
typical effect of normalization is to
move rates for the smaller CDs closer to
the median, so that larger CDs are more
likely to emerge as designated outliers.
For examples, see the references listed
below.

Once outliers are detected using
these statistical techniques, our medical
colleagues assist us in interpreting the
results. Various reasons that surgical
procedure rates may vary across
geographical areas are given in the
references listed below.

Concluding Remarks

For two surgical procedures (cesarean
section and lung surgery), data from five
different data sources were used to
calculate five types of procedure rates:
the different denominators represented
different definitions of the population
at risk of undergoing the particular
surgical procedure. The data sources
used were (1) hospital discharge data;
(2) Census data; (3) vital statistics
birth files; (4) vital statistics still-
birth files: and (5) cancer registry
data.

When the numerator and denominator
are taken from different sources, the
counts must be adjusted to fit each
other, and in the process, compromises
and approximations must be made. As the
above examples show, the two files may
not cover the same time intervals and/or
populations. All of the needed variables
may not be available in both files. A
file may be case-based when a person-
based count is preferred. One file may
be ready for use before the other is
available.

Lack of comparability of data element

definitions can also be a problem, either
,among data sources or across time. For
example, geocode definitions .undergo
periodic revisions, especially in Census
years, so, e.g., a given CD may be coded
differently in data years before and
after 1991.

Obtaining denominator data to repre-
sent the population at risk can be a
complex procedure. The population at
risk may be difficult to conceptualize.
If it can be identified, it is often non-
unique, and it is specific to the numer-
ator (here, to the particular type of
surgery). Appropriate data for the
denominator may be difficult or imposs-
ible to obtain.

The problems of using rate numerators
and denominators (which are aggregate
data) from different sources are also
encountered more generally when multiple
data sources are used for analysis via
record linkage (of microdata). Analysis
using multiple data sources is, in a
sense, a form of meta analysis which will
become more common with the increased
availability of captured data and
continuing advancements in statistical
methodology and information technology,
driven by demands for multivariate and
longitudinal data.
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TABLE 1. Data Used to Calculate Rates of Cesarean Section

Event or
Persons
Counted

Population
Covered

by Source

10
Prov-
inces
+ visitors

Date(s)
Covered

by Source

Fiscal Years
(Apr-Mar)

1988-89
+ 1989-90

Population
Used

8 or 9
Prov-
inces

Date(s)
UsedSource

Hospital
discharge
data

Cesarean
sectionsator + same

Denom- Females of post-
inator child-bearing Censal

1 age (15-49) estimates

June I, 1989 9
Prov-
inces
(not PEI)

10
Prov-
inces
+2
Terri-
tories

10
Prov-
inces
+2
Terri-
tories
+ visitors

+ same

Denom-
inator

2

Females 15-49
who gave
birth to at
least one
live child

Vital
Statistic5
live birth
data

Calendar
Years

1988
+ 1989
+ 1990

1988:
Apr-Dee

+1989:
Jan-Dee

+1990:
Jan-Mar

8
Prov-
inces
(not PEI
or Nfld)

Denom-
inator

3

Females 15-49
who gave
birth to a
least one
live or
stillborn
child

Vital
Statistics
live birth
and
stillbirth
data

t same t samet same t same

TABLE 2. Data Used to Calculate Rates of Lung Surgery

I
Event or

1 Persons
Counted Source

Lung Hospital
surgeries discharge

(males) data

Date(s)
Covered

by Source

Fiscal Years
(Apr-Mar)

1988-89
+ 1989-90

June 1, 1989

Population
Covered

by Source

10
Prov-
inces
+ visitors

10
Prov-
inces
+2
Terri-
tories

10
Prov-
inces
+ 2 Terri-
tories

Date(s)
Used

Population
Used

6 or 9
Prov-
inces

Numer-
ator + same

9
Prov-
inces
(not PEI)

All males Post-
Censal
estimates

Denom-
inator

1
+ same

Denom- Lung cancer Cancer Calendar
inator cases (males) Registry Year + same

2 1989

6 Prov-
inces
(not
PEI, ND,
Ont, or
BC)
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FIGURE 1. Number of Cesarean Sections per 100,000 Females
of Child-bearing Age (15-49 years) (Denominator #l)

21
31
41
51
61
71

!iy
101
111
121
131
141
151
:s I
181
191
201

6

:9
02668
1124456789
0012223345555556666679999
011122222344566666778888999
0000111112222222333344444555666677788888888999
00001122222223344455556666777788999999
001111123333334444455566677788888899
002222233333344566777788
1111222233445567999
12244
000234566678

t8
1

Decimal point is 2 places to the right of the line.
Number of CDs = 255.

FIGURE 2. Number of Cesarean Sections per 100,000 Females
of Child-bearing Age who Gave Birth to at Least One
Live or Stillborn Child (Denominator #3)
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FIGURE 3. Number of Lung Surgeries per 100,000 New Lung Cancers
(Males) (Denominator X2)
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GENERALIZED LINEAR MODELS Ah SIMULTANEOUS SURVEYS
Wilfred L.Rosenbaum,  Simon Fraser University

Theodor D.Sterling,  James J.Weinkam

The joining together of data obtained from separate samples
is not a particularly recent idea, although it has not really seen
a unified statistical treatment. In epidemiological research this
is the key to case-control studies, in which separate samples of
diseased and non-diseased persons are compared. In econometric
analysis, the process is called choice-based sampling, and may be
used for example, to study reasons for prefering one mode of public
transportation over another. In this case it is more efficient to take
separate samples of bus, train and car-riders at bus stops, train
stations or parking lots, than to conduct a household survey to
obtain the required information.

In epidemiological research, possibly the earliest study to com-
bine information from independent surveys was a study conducted
in the late 1950’s by Haenszel [3]. Haenszel and his coworkers ex-
amined lung cancer deaths from the Current Mortality Sample, and
used denominator data obtained from a supplement to the Current
Population Survey in studying the effects of smoking and residence
on lung cancer mortality in the US. In the early 1970’s Godley and
Krugel [2] used data from the 1966-68  National Mortality Follow-
back Survey (NMFS) and the 1967 Current Population Survey to
study differential mortality due to cigarette smoking.

Frenkel and Aronson [I] also used the 1966-68  NMFS in con-
junction with data from the Current Population Survey in an anal-
ysis of the effect of income on mortality from a number of different
diseases.

Our own analyses have used the NMFS with the National Health
Interview Survey (NHIS) as the source of the denominator data in
studies investigating mortality risks associated with cigarette use,
with occupation, with smokeless tobacco use, with social class [6,7].

For those who may not be aware of these surveys, the NMFS
is a stratified probability sample of all deaths occurring in the IJS
during a given time period. The most recent and most compre-
hensive NMFS was conducted in 1986, sampling 18,733 decedents.
Death certificate informants, family members or friends supply var-
ious information on a number of demographic and health related
variables for each sampled decedent.

The NHIS is a large ongoing household survey, which samples
the non-institutionalized population of the US. Each year, in the
order of one hundred thousand persons are sampled, and informs
tion on a number of demographic and health related variables is
obtained.

When the NHIS can be used to estimate the distribution of one
or more risk factors among the population at risk, and the NMFS
can be used to estimate the distribution of the same risk factors
among the decedents of that population, this information may be
combined to yield estimates of annual mortality rates (probabili-
ties of death).We assume that these rates, being based on nationally
representative samples, should be good approximations to the to
the true, usually unknown, national rates. In some cases, however,
where the national rates are available, we can compare directly
the survey estimated rates with the true national rates. For ex-
ample, Vital Statistics publishes its own estimates of annual US
Sex,Age,Race and Cause-Specific mortality rates. Figure 1 shows
the all causes age specific mortality rates estimated from the 1986
NMFS and the 1986 NHIS for all US white males, and the corre-
sponding rates published by Vital Statistics. We note there is very
close agreement between the two sets of rates, although it would
be reassuring to have some objective statistical evidence for this
claim. To present the required statistical results we require some
mathematical notation.

Suppose the population at risk and the decedents from that
population are classified on the basis of one or more categorical
variables, say sex, race, age and smoking status. This gives us two
multiway  tables of totals, one for the population and one for the
decedents. We can assume the categories of the classifying variables
are given once and for all in some specific order, so we write each

multiway  table as a vector with a single index. Thus we have two
vectors of unknown totals, P which gives the distribution of the
classifying variables among the population at risk, and D which
gives the distribution of the same variables among the decedents.

We use the NHIS to estimate the vector P and the FMFS t_
estimate the vector D. We denote these estimates by P and D
respectively. Finally for a vector v we let Du denote the diagonal
matrix with v on the diagonal and 0 elsewhere.

Theoreul  1 Lel sro = (RIO,  . . . . ~10) be a jked vector, 0 _< ~40  5 1
for i = 1,. . , I, and let

’ i;i(Ci/Fi - *j(l)*x* := nc
i=l %O(l - %O)

Then under the null hypothesis

Ho : ; = ?ro

X* N Ci_, &x: where the xi! are independent x: variables, and
the 6i areeigenvalues  of the tnalrix

In a more traditional statistical setting we would compute the
usual Pearson X2 statistic to compare the observed survey-based
rates with the expected vital statistics rates. If we performed inde-
pendent binomial sampling at each level of the classifying variables
(ie at each i) this statistic would have a x2 distribution with I
degrees of freedom. However, the sampling structure is much dif-
ferent here, and we shouldn’t be too surprised that the classical
result no longer applies.

Theorem 1 above, based on a theorem in [5], shows that if we
naively compute the Pearson statistic using weighted-up data from
the surveys, the resulting statistic. is distributed like a weighted sum
of independent X2 variables, each with one degree of freedom, where
the weights are the eigenvalues of the indicated matrix, which is a
kind of weighted sum of the covariance matrices of the individual
surveys.

The relatively complicated distribution of the naively computed
statistic makes it difficult to interpret, in general. However, we can
apply the following correction to make the picture clearer. If we
multiply the statistic X2 by the sum of the eigenvalues divided
by the sum of the squared eigenvalues, the resulting statistic has
an approximate X2 distribution with v = (C &)“/C SF degrees of
freedom.

This gives us a test for evaluating how well a set of survey-
obtained rates fits a given fixed set of rates, say those supplied by
Vital Stats.

l Compute the naive goodness of fit statistic

l compute the eigenvalues of the weighted covariance matrix

l apply the correction to the naive statistic

l refer the result to standard X2 tables

We can also use a modified version of the usual 6 method to ob-
tain estimates of the variance and confidence intervals for functions
of the population totals, whenever we can write down an explicit
formula for the.quantities we wish compute. Suppose F = F(D, P)
denotes a (p’ossibly  vector-valued) function of the vectors of true
population and decedent totals, and P = F(D,@)  is its obvious
estimator. For example, p may represent the age-specific mortal-
ity rate, an age standardized morality ratio or an attributable risk.
These quantities all have explicit expressions as functions of the
number of persons at risk and the number of persons who died.

275



For large sample sizes in each survey (which is not a problem here)
P will have an approximate normal distribution, with mean F and
covariance matrix given

This provides us with a means of computing approximate con-
fidence intervals for risks based on data from the independent sur-
veys.

The corrected Pearson statistic and the ability to compute con-
fidence intervals for estimated mortality rates provide much infor-
mation regarding how well a set of survey-estimated rates match
vital statistics. For example, Figure 2 shows the 198G  age specific
lung cancer mortality rates for white females, along with corre-
sponding 95% confidence intervals. The corrected pearson good-
ness of fit statistic for this data is 7.96 on 7.5 degrees of freedom,
which shows a good fit of the survey estimated data to the vital
statistics rates. The naive uncorrected pearson statistic has a value
over 10,000 on 10 degrees of freedom. Based on that evidence, of
course, we would reject the claim that the survey data fits the
vital statistics rates. However, the naive computation, using the
weighted up population estimates does not properly reflect the true
amount of data on which the computation was based. Thus, even
small departures from the expected rates appear as significant.

We can’t directly use the previous linearized variance estimate
when the population parameter or quantity of interest can’t be de-
fined as an explicit function of population totals. For example a
vector of model parameters may be defined implicitly as the solu-
tion to a given set of likelihood equations, as in a linear, loglinear
or logistic regression problem. The particular class of models de-
scribed here will be limited to a specific subset of generalized linear
models with binomial errors and arbitrary link function. [4] con-
sidered Poisson errors with log link, and [5] considered binomial
errors with logistic link. The techniques can be applied to other
models as well.

Let ?Ti  = Di/Pi  be the true proportion of deaths among persons
in class i. The model we assume in this case is that si = h(eTB)  for
some smooth monotone function h, where B is a vec.tor  of unknown
model parameters, and zi is a vector of known quantities for the
ifh class. ti is just the ith row of the model matrix X and Ir
is the inverse of the link function. Appropriate choice of h leads
to logistic, to probit or to extreme-value models. If the deaths in
each class i are regarded as indpendent Bernoulli trials with a fixed
probability of success, we would determine an estimate for B by
solving the resulting maximum likekihood equations, and plugging
this estimate back into the equation ?ri = R(zTB)  would give us
a model based estimate of the ni. But we don’t know the actual
values of the Di and Pi, so instead we solve the pseudo maximum
likelihood equations

$ (Cj - Ail?i/Ki(l  - xi))) hl2’ij = O

obtained by replacing the DC  and Pi in the maximum likeli-
hood equations by their survey based estimators. The resulting
estimator B is an estimate of the implicitly defined  finite popu-
lation parameter B, and has variability due to the fact that it is
computed from sample data only.

The usual questions in any model fitting problem are of interest:

1. How well does the model fit the data?

2. Is a particular model coeficient  equal to O?

3. Could a simpler model also provide an adequate fit to the
data?

Again, as in the case of the simple hypothesis test, the usual
statistical assumptions under which such questions are answered
are not applicable here.

Theorem 2 Lel ii = lr(XG) b e tlhe model based estinrator  of a.

’ i?i(Cj/$i - a)”x* := ?lC
i=l

??(I-??)

Then under the null hypothesis

Ha:+

X2 - ~~=, Six? where the xf are independent XT variables, and
the bi are eigenvalves of Ihe rrratrnr

(CTAC)-’  (CTB(.$,  + D&+)BC)

where
A = diag (ac 1 - ai))/n~~i}

B = diag { l//liPi}

and C is the matrix conrplement  to X, relative to the saturated
model nratn’x.

Once we have obtained the estimate 6 as the solution to the
pseudo max likelihood equations, and get the model based estima-
tor of the cell specific mortality rates by substituting 6 Lack into
the modelling equation, our next concern should be how well does
the model fit. This is a question that is glossed over in much of
the epidemiological literature. The tool we use is the usual pear-
son goodness of fit statistic. As in the case of a goodness of fit
test for a simple hypothesis, the usual distributional results do not
apply. Again the goodness of fit statistic based on the weighted-up
data from the two surveys is distributed as the weighted sum of
independent x2 variables each with one degree of freedom. But
this time, the weights are the eigenvalues of the more complicated
matrix shown here. The A and 5 matrices are diagonal matrices
with entries determined by the fitted ccl! probabilites, the esti-
mated population at risk totals and the derivative of the model
function h evaluated at the estimated parameter vector fi. The
matrix C: is the complement of the model matrix X relative to the
saturated model matrix. What this means is that if we write down
the saturated model matrix, then the first say J columns will be
the matrix X and the last I - J columns will be C.

So this now gives us a way to evaluate the goodness of fit of the
model to the survey data estimates.

. Fit the model to the weighted up totals

l Compute the eigenvalue matrix given here

l Compute the eigenvalues of this eigenvalne  matrix

l Use the eigenvalues to correct the naive version of the pearson
statistic to a x2 statistic, and refer the value to the appropri-
ate table.

The c.ovariance matrix of the estimated model c.oeffic.ients may
be obtained from the expression

gB^ = (XTIIX)-l  XTV  (kD + D&dla)  vx (XTI/X)_’

The covariance matrix of the model estimated mortality rates
is given by
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The covariance matrix of the repsonse residuals is given by

where

A = (I - D/,(X (XTUX)-1  XTV)

The diagonal of ei_s is used to obtain standard errors for the
response residuals, from which we obtain standardized residuals.

As an example, Table I contains the results of fitting a logistic
model to US cancer mortality rates, estimated using the NMFS
and NHIS  data. The model contains terms for Sex (Hale,Female),
Race(White,  Non White), Age(40-49,  50-59,  60-69,  70-79 year:
) and Smoking Status(Never,  Current, Former). Smoking infor-
mation was available for the population at risk in the 1987 NHIS
Cancer Epidemiology Supplement only, and that survey provided
the denominator data. The model fit was a main effects model,
with sum-to-zero constraints. The corrected Pearson goodness of
fit statistic is 18.8 on 17 degrees of freedom, indicating a good fit
of the model. The Sex, Age and Smoke coefficients are all sta-
tistically significant. If the model fits, the standardized residuals
should have a standard normal distribution. Figure 3 shows the
standardized residuals on a norrnal quantile-quantile  plot. In such
a plot normally distributed data appears as a straight line.

This method of analysis is made possible by the availablity of
two compatible surveys. Although we have illustrated the results
with the example of NMFS/NHIS  data, its utility is not limited
to mortality data. Further extentions of these methods are possi-
ble, including consideration of multiple outcomes and use of nested
models.
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Table 1: Coefficients and Odds Ratios
for NMFSlNHlS  Cancer Mortality Model

Coefficient Odds Ratios

Intercept -5.60

Sex
Male

Female
0.09 1 .oo

-0.09 0.84

Race
White

Nonwhite
-0.06 1.00
0.06 1.14

Age
40-49 -1.53 1 .oo
50-59 -0.18 3.87
60-69 0.54 7.96
70-79 1.16 14.81

Smoke
Never

Current
Former

-0.48 I .oo
0.74 3.42

-0.26 1.25
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OBTAINING DATA FOR ASIAN PACIFIC AMERICANS FROM NATIONAL SURVEYS

Larry Hajime Shinagawa, Asian American Health Forum

Backsround and Sicmifican e
Asian and Pacific I&derS (A/PI)

lag the most behind all other groups in
the execution, analysis, interpretation,
and publication of health data. As a
rare population, constituting less than
3% of the total population in the United
States, there is a paucity of A/PI
health data due to the aggregation and
the small sample size of A/PI in
national surveys. Numbering over
7 million with over 25 subgroups, A/PI
are usually classified as one category,
"Asian and Pacific Islanders,1l  or put in
a residual llothertf  or "etcetera"
category. While this aggregation may
result in statistics that may be
statistically significant, it is of
little social or policy value usually
for assessing intervention models and
health status among A/PI subgroups.
Small or neglected A/PI groups such as
Tongans, Cambodians, and children of
interracial and interethnic marriages
are among such populations. Without the
identification and intervention-relevant
classification and identification of
these rare A/PI groups, strategies for
improving the health of these groups
will be neglected.

In light of the scarcity of A/PI
health data, which is largely due to
both aggregation and small sample size
of specific A/PI populations in national
surveys, this has fostered a de facto
policy effect of the model health
minority myth, where aggregate A/PI
health statistics may hide or obfuscate
specific health needs among particular
populations, and where these aggregate
figures may sometimes lead individuals
to conditions and needs. However, by
utilizing GIS map technology, we
identify those specific census tracts or
block groups that have a plurality or
majority of a population of a particular
group. We then attach to this
geographical identification
sociodemographic and health data. Based
upon the geocoded link dataset, and by
summing all census tracts with
populations at a given percentage range
with similar profile, we then infer the
health and socio-economic status of the
specific population. Thus, even though
health data such as HIS may not have
specific ethnicities such as Samoan
Americans, we have accomplished an
approximate assessment of the conditions
of that particular group. As an
example, lets look at several Asian and
Pacific Islander population
concentration maps for Hawaii.

Geocoding techniques linking
Summary Tape File (STF) 3A' with TIGER
topographic maps2 are used to identify

the characteristics and locations of
specific A/PI subgroups with the llA/PItl
category. The datasets that are
analyzed are the U.S. Census Bureau 1990
STF3A, the 1990 TIGER geographic files,
and the Hawaii Health Surveillance
Survey @HISS) .)

Jivnotheses
Our hypotheses are:
1. That it is feasible to use

linked files of health and census to
generate inferences about the health of
rare A/PI populations;

2. That rare A/PI populations tend
to cluster in small geographic areas;

3. That characteristics of a small
geographic area approximate the
characteristics of rare A/PI subgroups
who reside in the area; and,

4 . Certain A/PI subgroups are not
captured by present surveys.

gbecific  Steps in Obtainins Data on

Mapping of the State of Hawaii Down
to the Census Tract Level and Linking of
the STF data to the TIGER dataset.

Since most health-information is
geographically-specific, the ability to
visualize and manipulate geographic-
based linked health and sociodemographic
data provides new insights into the
relationship between sociodemographic
factors, geographic concentrations, and
health conditions. With desktop mapping
Geographical Information Systems (01s)
programs and a wealth of both federal
and commercial databases available for
486-level personal computers, the Health
FOXWII  was able to implement a cost-
effective geographic research program.

As the official dissemination
center on demographic data on Asian
Pacific Americans, as authorized through
the National Services Program with the
U.S. Census Bureau, we were able to
obtain two crucial datasets.

The first of these is called TIGER,
which stands for Topographically
Integrated Geographic Encoding and
Referencing. It is a digital map of
boundaries, street segments, landmarks,
and features that has been developed by
the U.S. Census Bureau. Included in
this data are boundary lines for states,
counties, places, tracts, block groups,
and blocks.

The second major source of
information comes from the 1990
Decennial Census. called STF 3A, it is
short for summary Tape File 3A. This
dataset holds most of the crucial
sociodemographic data of specific ethnic
and racial groups. It also has
geographic indicators that, with

323



manipulation and programming, will allow
for matching with geographic TIGER data.

unfortunately, the procedure of
linking both the TIGER and STF data
together is not simple. Many
preliminary steps are necessary such as
the conversion of the TIGER data to
polygons, the creation of match
characteristics in the STF data, and the
purchase and use of a GIS package.

We first need to use a proprietary
commercial package, such-as Colorado Map
and Cad, for converting line segments in
TIGER to objects that are called
polygons. Once Map and Cad converts the
TIGER information to polygons, then
attributes can later be attached to each
of these polygons. The Map and Cad
program proceeds to create state,
county, minor civil division, place
tract, block group, and block polygons.

Once the files are polygonized, the
next step is to process the STF files
for use with the GIS program. This
requires the use of a CD-ROM to read the
STF data, and FOXPRO or some other dBase
program that is capable to linking
fields within the STF file and creating
a new field that is the modified
concatenation of other fields. One
example would be to create an unique
field for census tract, this requires
concatenation of the state field, county
field, and census tract field, with
conditional branching to take care of
anomalies in the census tract field.
Once the FOXPRO  program completes the
concatenation and selection of the
boundaries that one wishes, then we are
ready for the third step.

The third step is the use of a GIS
package to link the sociodemographic
data to the geographic data using an
unique and cormnon match field.

Fortunately, the Health Forum
received Atlas GIS, a GIS program, as a
donation from Strategic Mapping. With
this donation, we have utilized this
package to graphically print and display
geographically linked data files.

Among its many features, the
package has the ability to thematically
color-shade maps by characteristics
calculated and created by the end-user.
For example, if the user wants to see
the percentage of Hawaiians by census
tract in Hawaii in 1990, then the
program can visually display and print
the results by color-shading the
different percentages. If health data
was connected, it would be possible to
see rates of influenza by census tract
if such health data had a census tract
field.

A second major feature, one that is
crucial to the first feature, is the
ability of the program to link census
and geographic data together, once a
unique identification field is created
that can be the basis of match for each

of these datasets. Using this second
feature, used its merge command syntax
to link and match the census and
geographic to one another.

The Health Forum has completed
processing of the TIGER and STF data for
Hawaii and has linked them within ATLAS
01s.

Subsequent Steps
Since the procedures indicated

above have accomplished the initial link
of census and geographic data, the next
step is the linkage of health data to
the census-geographic data.

The HHSS survey provides a
population-based approach to health
assessment. It collects information
which can describe a population's well-
being or health status from three
directions: 1) demographic
characteristics; 2) morbidity; and
3) functional capacity. One of the
strengths of the dataset  is the ability
to provide sociodemographic
characteristics along with a
representative picture of the incidence
and prevalence of chronic and acute
morbility, accidents, injuries, and
disabilities/impairments in the general
population.

In the near future, we will
aggregate and average the health
characteristics of individuals of
specific groups within specific census
tracts within the HHSS so as to have a
composite picture of the health
conditions of an ethnic group.

We will then proceed to select,
using the sociodemographic census data
in the GIS system, the matched areas
that have predominantly one A/PI
subgroup. We would then compare analyze
the health indicators and health
outcomes of the A/PI subgroups from this
area using the HHSS.

These subsequent steps are still
being devised as we speak at this
conference. We are also contemplating
the use of the coefficient of variation
to evaluate to what degree 'the
characteristics of selected places
correspond to the characteristics of
specific A/PI subgroups.

Conclu5ion
As this paper indicates, we are

still in the process of evaluating this
place-people methodology. While we have
already shown that it is feasible to
link files of health and census to
generate inferences about the health of
rare A/PI populations, we have not
evaluated whether the characteristics of
a small geographical area (place) can
approximate the characteristics of
specific rear A/PI populations. We hope
to generate results in the next three
months to answer such questions.
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MEASURING SOCIOECONOMIC INEQUALITY IN HEALTH:
AN UPDATE ON MBTHODOLOGICAL ISSUES

Elsie R. Pamuk, Ph.D., National Centen  for Health,Statistics
Harold R. Lentzner, Ph.D.
Robert Brackbill, Ph.D.

I. Introduction

By now most of us are well aware that a stated
national goal for the year 2000 is the reduction
of health disparities (1). We are also aware
that a major contributor to disparities .in
health is inequality in socioeconomic resources.
However, effectively monitoring the nation's
progress toward reducing socioeconomic
inequality in health has been hampered by a
variety of methodological problems. This paper
reviews work that has been done on some of these
methodological issues in recent years, focusing
on the problem of summarizing inequality in
health so that the experience of a population
can monitored over time, and compared with other
populations at the same point in time.

II. The problems

In an article written for the World'Health
Organization in 1986 (2),  Harald Hansluwka
identified the issues that must to be addressed
when choosing a summary indicator of
socioeconomic inequality in health. He noted
that, across populations and over time, the
composition of social groups will differ, both
definitionally, and in the proportion of the
population they represent. These differences
must somehow be taken into account.

The traditional way of summarizing the magnitude
of social inequality in health has been to form
a ratio of the experience of the lowest ranked
social group to that of the highest ranked
group. The inadequacy of this approach was
brought into focus by the controversy
surrounding The Black Report (3), the official
report of the Working Group on Inequalities in
Health established by the British government in
1977. Their conclusion, that social class
disparities in health had widened in recent
decades, was heavily reliant on the type of
analysis typified by Table 1 (4),  which shows
Standardized Mortality Ratios (SMRs)  in the
Registrar General's 5 social classes. The
social classes are based, and ranked, on

1921-1923b.....  82 94 101 125 1.5
193~193F . . . . . 90 94 III 1.2
1949-l953sd....  86 98 101 104 118 1.4
195~l%jc 76 loo 103 143 1.9
197@-197s  . . . . . 77 i: 104 114 137 1.8

Source:ORice  of~pulationCdnsusesandSurveys.Occupotional
Mortality: the Registrar Geneml’s  Decennial Suppkment  for Ens-
landand Wales. 1970-1972.  Series DS. No. 1 (London. Her .Hajesty’r
Stationery Office, 1978). p. 174.

a Depending on the period. the data refer to aaees I5 or 20 to 64 or65
years end have not been adjusted to allow for changes in
classification.

b Index calcuiated  on the basis of the compaa$ve rnzotiiy;gE
C Index calculated on the basis of the standardusd
d Results corrected by John Fox.

Reprinted from reference 4.

occupational status, with Class I consisting of
individuals in professional & higher
administrative occupations, and Class v of
unskilled manual laborers.

The most obvious flaw in summarizing this
information using the ratio of mortality in
Class V to that in Class I is the omission of
information on Classes II through IV, which
contain the majority of the population. This is
particularly well-illustrated in comparing 1959-
63 with 1970-72. Although there was a slight
decline in the ratio of mortality in Class v to
that in Class I, there were increases in the
SMRs of Classes III and IV.

An additional problem, that characterizes not
just the summary ratio, but the entire data
presentation, is that class size is not taken
into account. This poses a particular problem
for assessing trends over time. As numerous
observers have pointed out, shifts in the
occupational structure have had a pronounced
effect on the social class distribution of the
population. In 1931, 18% of the adult male
population was designated as belonging to Class
V; but by 1971 it's share had declined to only
8% (3). If good health is related to upward
mobility, it would be reasonable to expect an
increase in the mortality ratio of the lowest
ranked class as it becomes smaller and is made
up of individuals in relatively poorer health.

III. Proposed solutions

These criticisms prompted several efforts to
come up with an alternative summary index that
would both incorporate information from all of
the groups and take into account their relative
sizes. A critical appraisal of these efforts
has recently been published by Wagstaff and his
colleagues (5) and we will attempt only to
briefly summarize their work here.

The most common approach was to try and adapt
measures of income inequality used by
economists. Most of these measures are based on
the Lorens curve, a curve formed by ranking
individuals according to their income, and
plotting the cumulative proportion of income
against the cumulative proportion of the
population. Perfect equality is represented by
the diagonal, where the cumulative distributions
of income and population are identical.
But if income is distributed unequally, the
lower ranked percentiles of the population will
have less than the corresponding percentile of
income and the Lorenz curve will lie below the
diagonal. Most summary measures of income
inequality reflect some mathematical aspect of
the difference between the Lorenz curve and the
diagonal. The Gini Index, for example, is the
the area between the Lorens curve and the
diagonal expressed as a proportion of the total
area under the diagonal.

Adapting income inequality measures to apply to
the analysis of social inequality in health
turned out to be far from straightforward.
Measuring income inequality involves plotting
the distribution of income over the population
ordered by level of income. But measuring
socioeconomic inequality in health involves
plotting the distribution of health over the
population ordered bv socioeconomic status.
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If the ordering of the groups by social status
matches the ordering by level of health, the
Lorenz curve and its derived indices work
perfectly well. It even works with measures of
ill health, such as death, where more death is
concentrated among those with the least social
status. In Figure 1, all points lie above--
rather than below--the diagonal and the summary
measures carry a negative sign.

Figure 1. Social class inequality in mortality,
economically active men aged 20-64,
England & Wales, 1979-83

Cumulative
proportion
of deaths

Cumulaliie  proportion of population

But if the ordering of the groups by social
status differs from the ordering by level of
health--if mortality is higher in Social Class
II than in Social Classes III and IV, for
example--the traditional Lorenz curve cannot be
maintained except by arbitrarily switching the
position of the classes so they remain ordered
by level of health.

However, Wagstaff and his colleagues
demonstrated that an adaptation of the Lorenz
curve used in tax analysis can be applied to the
situation where an external ordering is imposed.
In the example presented in Figure 2, the
calculation involves subtracting that portion of
the area that lies on the other side of the
diagonal. The summary index formed from this
curve is called the concentration index (C), and
is two times the "net" area between curve and
the diagonal. If the death rates for Classes II
and IV were switched, the ratio of mortality in
Class V to that in Class I remains the same, but
the concentration index goes to zero.

Figure 2. Social class inequality in mortality,
economically active men aged 20-64,
England & Wales, 1979-83

Cumulative
proportion
of deaths

0 0.2 0.4 0.6 0.6 1
Cumulative proportion of population

An alternative approach to the problem of a
summary index was developed from the usual
graphical presentation of the relationship
between SES levels and health outcomes. SES
levels are typically represented as equal-sized
bars on a horizontal axis while the outcomes,
such as age-adjusted death rates or ratios, are

plotted on a vertical axis. In this alternative
approach, the relative size of each group is
taken into account by converting the horizontal
dimension into an X-axis that reflects the
cumulative proportion of the population
represented by the ordered groups (Figure 3).
[Note that this is identical to the bottom axis
for the Lorenz and concentration curves]. The
death rate for each group is then plotted at the
mid-point of the bar representing that group's
share of the total population.

(per1000)4-

0 0.2 04 06 Cl.9  1

Cumulative proportion of population

A summary index is formed by calculating the
slope of a straight line fitted by weishted
least-squares regression--using the proportion
of the population in each class as the weights.
This Slope Index of Inequality (or SII) can be
interpreted as the average decline in the age-
adjusted death rates over the entire population
ranked from lowest to highest social status. It
is, therefore, a measure of inequality in
absolute terms. However, the SII is easily
converted into a relative measure (which we call
the Relative Index of Inequality or RII) simply
by dividing it by the age-adjusted death rate
for the population as a whole. This is
equivalent to plotting mortality ratios, and
calculating the slope in the same way. The sign
of the slope will be negative when mortality
declines with increasing social status, positive
when it increases with increasing social status,
and, like the concentration index, will go to
zero when there is no consistent relationship
with SES (Figure 4).

!=igure 4. socw  ClaM  imquaiity  Ill  mortality,
ecommkalyacthwmenage~,

EnglmdhWaleS.197ss3

(Rates  lor  Classes  IV and  II swifched)
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The similarity between the concentration index
and slope index is not fortuitous, although it
may be serendipitous. As Wagstaff  and his
colleagues demonstrated, there is a clear
mathematical relationship between the two. Both
are based on the weighted covariance of x and y,
where x is the ranked cumulative population and
y is the health indicator, and multiplying the
RI1 by twice the weighted variance of x produces
the concentration index.

Therefore, much of what is developed from here
on applies to either approach to measuring
socioeconomic inequality in health. But we will
limit most of our~exampies to the SII and RII,
because audiences familiar with epidemiological
research are used to beta coefficients, and
because these indices may have *...more
immediate graphical interpretation" (5, p.550).
For example, Wilkinson (6) was able to show both
the trend in overall mortality and the trend in
social class ineaualitv bv olottina the value of
the SII centered-on the m'ea'n age-adjusted death
rate (Figure 5)--the  top of the bar is the
intercept and the bottom is the predicted death
rate at-the 100th percentile. -

The distribution of the population according
education level shifted dramatically in the
intervening 20 years; by 1980, 43t of white non-
Hispanic men were in the top category identified
bv iCittaaawa  & Hauser--one or more Years of
cbllege. Looking a more detailed educational
classification, it is clear that this group is
heterogeneous with respect to mortality; men
comnletina l-3 Years of colleue have 1.6 times-- s----

the mortaiity~oi  those with p&t-graduate
training. Despite this, the SII, RI1 and

Reprinted with permission of the author
from reference 6.

Both approaches clearly go a long way toward
addressing issues raised by Hansluwka. Both
take the relative sizes of the social groups
into account. They also address, at least
partially, the issue of definitional consistency
by treating the social groups as an ordinal
scale, so that a group's rank order is more
important than it's specific characteristics.

Hansluwka was also concerned that the issue of
the number of groups be addressed, sinceII . ..(t)he  more groups identified the smaller
will be the within group heterogeneity and the
larger the between group heterogeneity.* (2,
p.1391 Without denying the truth of this
statement, weighted summary indicators are
remarkably robust to changes in the number of
groups.

Table 2 shows educational inequality in
mortality among white men aged 25-64 in the
United States, based on Kittagawa and Hauser's
study of death records linked to 1960 census
records (7) and compares it to educational
inequality in the early 1980s based on the
National Longitudinal Mortality Study (8).

concentration index based on 8 education levels
are only slightly higher than the comparable
indices based on the 5 levels identified by
Kittagawa and Hauser.

Table 2. inequal2y  in mortality based
on lewd of education: United States,
white maies in 1960 and white
non-Hispanic m&es in 1979-81,
aged 25-64

1980
Years  of ----._----------
school Wof DR
completed Pop (1000) R!z
_-----_ ----. -_---_-_-_
<S 17% 9.7 I.2
6 17% 8.7 1.1
HSl-3 20% 8.2 1.0
HS4 26% 7.4 0.9
cl+ 21% 6.3 0.8

INEQUAUM 511  = - 4 . 0
INDICES? Rii = -!io%

c -  - 0 . 0 5

1979-81
Years of ----.~----------
school %of DR Rel
completed Pop (1000) Rete
_-----_ ----. ____-_-___
C8 4% 9.4 1.5
8 5% 9.5 1.5
HS 1-S 12% 8.5 1.8
HS4 88% 6.6 1.0
cl+ 43% 4.9 0.5

INEQUALilY Sit =  - 5 . 5
INDICES: RII = -86%

C = -0.19

Yeam  of
School
compkd

5-7
8
HSl-3
HS4
Cl-S
c4
c5+

1979-Sl

Wof DR
P o p  (1Ocq Rz

____.  _-___--__-
3%

8::
1.5

5% 1.5
12% 8.5 1.3
36% 6.5 1.0
18%
14% :.: iii
12% ~8:s ok

INEQUALiTY Sil =  - 5 . 7
INDICES: Rii = -SO%

C= -0.14

l SII, Slop Index of Inequality;
Rii, Rhtive  index of Inequaiity;
C, Concentration index (see text)

Sources:  reference 7 end U.S. National
Longitudinal Mortality Study
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Table 9. Inequality in mortality among white non-Hispanic U.S. men aged 254X,1979-81
[based on 8 levels of education]

Age-standardiied
death rate

Mortality from: ( p e r s11*

All causes 8.98 - 5 . 8 7

lschemic heart disease 1.86 -1.55
Cerebrovascular disease 0.22 -0.33
Other cardiovascular disease 0.65 -0.56

Smoking related cancer 0.84 -1.01
Prostate cancer 0.07 0.04
All other cancers 0.85 -0.29

Respiratory disease 0.29 -0.60
Diabetes 0.11 0.04
Cirrhosis & chronic liver disease 0.23 -0.20

Motor vehicle accidents 0.25 -0.39
Suicide 0.21 0.05
Homicide 0.05 -0.09
Other external causes 0.23 -0.33

All other causes 0.48 -0.44

* Sll, Slope Index of Inequality (see text)
** RII,  Relative Index of Inequality (see  text)

Sowoe:  National Longitudinal Mortality Study, 197941 (5 year fdbw-Up)

% of
RN** SII

- 8 9 % 100.0%

-83% 27.4%
-146% 5.8% 43%
- 8 5 % 19.8%

-121% 17.6%
51% -0.6% 22%

-33% 5.0%1

-266% 10.7%
36% -0.7%

-88% 3.5%

-157% 6.9%
23% -0.8% 13%

-165% 1.5%
-143% 5.9%

-92% 7.8%

Hansluwka was also concerned that the
implications of choosing to measure inequality
on an absolute or relative scale be understood.
We would argue that the best way to understand
these implications is to examine both absolute
and relative inequality, and that this is made
easier by using absolute and relative indices
that are easily derived from each other.

Table 3 shows the SII and RI1 for several
categories of underlying cause of death, again
for white non-Hispanic men aged 25-64 in the
early 1980s. Each SII shows the average change
in the cause-specific death rate over the
population ranked by education level, and thus,
the magnitude of the SII is dependent on the
cause-specific death rate.

For each cause, the RI1 is formed by dividing
the SII by the cause-specific rate, permitting a
comparison of socioeconomic inequality by cause.
The highest levels of relative inequality are
found in deaths from respiratory diseases,
external causes except suicide, stroke, and
smoking-related cancers. These might be
important candidates for prevention programs if
our primary concern is to address causes where
socioeconomic inequality is most severe.

However, if we are concerned with developing
policies and programs aimed at reducing the
overall level of inequality, we might do better
to examine each cause's contribution to the SII
for all causes combined--a calculation that
takes into account each cause's contribution to
overall mortality. Just as the cause-specific
death rates sum to the total death rate, the
cause-specific SIIs  sum to the SII for total
mortality; so each cause-specific SII can be
converted to a percentage of the total SII.
This shows that cardiovascular disease and
smoking-related cancers together account for
over 60% of the overall socioeconomic inequality
in mortality in this population.

IV. Application to other health indicators

Until now we have focused on mortality, but
these approaches to measuring inequality can be
generalized to other health indicators. Figure 6
shows the trend in smoking prevalence in two
states, North Carolina and California, for three
periods from 1986/87 to 1990/91, using data from
the Behavioral Risk Factors Surveillance System
(9). While smoking prevalence declined
substantially in California, especially after
1988/89, North Carolina was able to achieve only
a slight reduction among men, and smoking
prevalence actually increased slightly among
women.

F*ure 6. smcklng  prevslence  omcng sduns 16 and older,
Calwomb  and North  Caroilna, 1986-1991

% Smoking

Men-NC-----__--__--___________.

2 6  t -_,_-_,‘,_&~en-NC

24 1%k
22 I-*- . . . .._.

I. -.**......_. \Men-CA

-...
!- *......_ WnPIW~.CA

161tLl
Source: Behavioral Risk Factor Surveillance System
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However, the picture with respect to the
distribution of smoking by socioeconomic status
is quite different (Figure 7). Initially,
educational inequality in smoking was greatest
among men in North Carolina and least among
women in that state, with inequality levels
among California men and women falling in
between and nearly identical to each other.
Between 1986/87 and 1988/89,  educational
inequality in smoking increased in all four
groups, very substantially for California men
and North Carolina women, and only slightly for
women in California and men in North Carolina.

Figure 7. Inequality in smoklng prevalence
among aduks  18 and older, Callfornla  and

North Carollna,  1996-1991
[Education-based Fielarive  Index of Inequality]

40
1996197 19QQ/Q9 lQQW91

Source: Behavioral Risk Factor Surveillance System

Between 1988189 and 1990/91, changes in the
distribution of smoking by education level were
more varied. Inequality fell sharply among
North Carolina men and California women, but
fell only slightly among women in North
Carolina, and continued to increase among men in
California. The overall comparison of these
groups in 1990/91  is an interesting reversal of
what was observed in 1986/87--socioeconomic
inequality in smoking is now greatest among men
in California, least among California women,
with inequality among women and men in North
Carolina located in between and nearly
identical.

This tells us that the overall trend may mask
much greater changes in smoking prevalence8
within socioeconomic categories. In California,
for example, men and women experienced similar
declines in smoking prevalence. However, this
was achieved through greater relative reductions
in smoking among men at higher  educational
levels and among women at lower levels of
education. It is certainly arguable that
information regarding changes in the
socioeconomic distribution of smoking is crucial
to formulating effective strategies for
continuing the declines observed in California,
and attempting to initiate a substantial decline
in smoking prevalence in North Carolina.

Another example of the usefulness of this
approa h to examining socioeconomic dssparities
in hea '1 th, is the comparison of relative levels
of inequality across a broad range of health
indicators. This is an abbreviated example for
Alameda County, using data from the Human.
Population Laboratory, with inequality again
based on education (Table 4). It shows the SII
and RI1 for 2 indicators of health status--the
percent reporting their health as fair or poor
and the average number of sick days over the
past year; for 3 types of illness or health
conditions--arthritis, diabetes, and high blood
pressure: for 3 types of behavioral risk
factors--the percent reporting smoking, being
overweight, and exercising less than 3 times per
week: and for 2 indicators of access to and need
for care--having no health insurance, and the
average number of doctors' visits in the past
year (10). Clearly, these are very disparate
measures, but by using the Relative Index of
Inequality, the degree of concentration of any
given indicator at one end of the social scale
(or the other) can be examined and compared to
that for other indicators.

Table 4. Absolnte  and relative indii~ of inequality
baaed on level of education for various health indiitors,
romeo 18 para  and older in Alameda County,
California. 1990

Population
Average

In fair or poor health 15.5 -21.0 -135.7

Pre.vaIeaec of arthritis 21.6 -8.7 -40.2

Prevalence of diabetes 5.0 -3.7 -74.4

Prevalence of hypertension 18.0 -12.3 -60.3
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..i .A..  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .,,.  :.::.>:_i . . . . . . . ....  . . . , . : ,...  :,.:,:.:,.: y
~~~~~~~.~,~~~~~~:~~~:~~~~~~~~~:~~:~~,~~~~~~~~,~  :

Current smokers 21.6 -13.1 -60.8

Ovenvcight 19.2 -23.5 -122.3

Esercir  < 3 time&k 66.3 -28.1 -42.3

~~~~~~~~~~~Lf’~E:t~~~~l:~~~~~~~~~~

Has no insurance 12.6 - 18.4 - 145.6

MD visits last year 3.8 -4.7 -124.7

* SII, Slope Index of Inequality (see text)
** RII, ReIatiw.  Index of Inequality (see text)

Source: reference 10
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Indicators can then be grouped according to
their level of relative inequality. At the most
cursory level of examination, this exercise
shows that, although men and women in Alameda
County have similar levels of inequality in
overall health (as judged by the percent
reporting being in fair or poor health), women
exDerience  substantial ineaualitv in a greater
range of health indicators-than do men IRII >=
-50%). The differences shown here indicate that
the strategies developed to reduce inequality
may well need to be sex-specific.

RelativeIndex
OfInequality Men W0mcn

-loO%ormole Fair/pmrheahh Fair/poor health
sick days MD visits
Current  mnoken, overweight
HaSm,illsurancC Hasnoiusurance

-5O%ta -99.9% Arthritis Sickdays
ovtlwcight Diabetes

High  blood prcssurc
Current smokers

0% to -49.9% No regular exercise Arthritis
No regular exercise

---------_

0% - +49.9% High blood pressure

+50% to +99.9% MD visits
Diabetes

source:  rcferencc  10

V. Conclusion:

We do not mean to imply that all of the problems
associated with monitoring inequality in health
have been resolved. There are still a number of
methodological issues to be addressed, including
the appropriate basis for classifying
individuals into SES categories and the extent
of the population covered by any classification.
But, we would argue that the remaining issues
exist regardless of whether we simply report
rates, or prevalences, or risk ratios by SES
category--which we do all the time--or whether
we attempt to quantify inequality. And given
the need to address the goal of reducing health
disparities, and the likelihood of specific
policies and programs being instituted to
achieve this goal (including reform in the
health care system), a serious attempt at the
regular monitoring of trendg in socioeconomic
inequality in health seems warranted.
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UNEMPLOYMENT AND FERTILITY: A TRANSFER FUNCTION
ANALYSIS WITH ADDITIONAL INTERVENTIONS

Andreas Muller, University of Arkansas at Little Rock

Introduction: Between 1929-1936, the U.S.
fertility rate decreased by 15% (NCHS,
1990) suggesting that the Great Depression
may have had a retarding effect on
population growth. The following
presentation will explore whether more
recent, but less severe business cycles
have had corresponding effects on U.S.
fertility rates. Transfer functions
analysis, a branch of dynamic regression
models, will be used to examine the
research question.

Theoretical Perspeotive: Unemployment has
been viewed as an experience producing
economic downward mobility and heightened
psychic stress adversely affecting
individuals and entire communities
(Jahoda,1982). Perhaps best known is
Harvey Brenner's  finding (1971;1987)  that
business recessions are associated with
increased heart disease mortality 2 to 6
years lagged. Largely due to Brenner's
work, the impact of business cycles on
various aspects of physical and mental
health continues to be investigated
(Kas1,1979; Iversen et al., 1989, Starrin
et al., 1990; Dowdall et a1.,1990).

It is reasonable to suspect that
business cycles are also related to
fertility. In recent recessions,
disposable income of the unemployed
typically decreased by one-half or more
(Economic Report of the President, 1982;
Berki et al., 1985; Piacentini and Cerino,
1990). During periods of unemployment
long-term commitments such as marriage, or
having children may have to be postponed
and unemployed persons can be expected to
take measures to prevent pregnancies. Due
to the length of human gestation,
increases in the unemployment rate are
expected to be followed by decreases in
the fertility rate primarily during the
next year.

However, unemployment is only one of
several factors expected to explain
variations in U.S. fertility rates for the
last half century. World War II depressed
marriage rates and the decision to have
children was postponed by many until the
return of the veterans (1945-46). In the
early 196Os, the introduction of effective
and convenient birth control methods,
particularly oral contraceptives, provided
greater choices‘with regard to timing and
the number of pregnancies and may have
reduced fertility rates. In addition,
liberalization of state abortion laws,
beginning in 1967, may have further
reduced fertility rates.

Data: U.S. fertility rates will be related
to five variables: (1) unemployment rates,

age and sex-specific, (2) marriage,' (3)
legal abortion rates and (4) homecoming
effect after World War II. Since no annual
data on (5) oral contraceptive use could
be found, the potential effect will be
represented by an additional transfer
function to be discussed. The time series
analysis is based on annual data for the
period 1942-1992 (n=51).

Figure 1 superimposes U.S. fertility
rates as measured by the number of live
births per 1,000 women, ages 15-44 years
(NCHS, 1990, CDC, 1993) and national
unemployment rates which represent the
percentage of the U.S. civilian labor
force 16 years and older out of work and
looking for work within the last two weeks
(U.S. DOL, 1992). Fertility rates show
some sharp fluctuations during World War
II and the immediate post-war period, an
upward trend for most of the 1950s (baby
boom) followed by a downward trend until
the mid 1970s; thereafter the time series
appears stationary. The unemployment rate
shows seven sharp increases representing
recessions. An underlying upward trend in
unemployment is noticeable.

FIG. 1: U.S. FERTILITY AND UNEMPLOYMENT
RATES,  1842~1882
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Figure 2 shows age and Sex-Specific
marriage (NCHS, 1991; CDC,1993) and legal
abortion rates. With the exception of high
rates following World War II, marriage
rates are fairly stationary over the last
four decades. Legal abortion rates (Cates,
19823 Henshaw and Van Vort, 1990)
increased exponentially during 1969-1971
and more slowly for the remaining years of
the 1970s reaching their highest level in
1980-81. Thereafter, legal abgrtion  rates
are only slightly decreasing.

Ordinary Least Squares (OLS) Distributed
Lag Regression Analysis: The OLS model
including one-year lagged variables is
presented below; the time series context
is denoted by subscript (t). The model is
based on five assumptions: the residuals

independent time (2)
Ezknal(ti distributed, (3yehromoscedkstic,
(4) sum to 0 and are (5) uncorrelated with
the independent time series.

Yt = b, + bit*Xit + bit*Xit.,  + et;

Yt = annual fertility rates;

2
= intercept;

It = regression coefficient of
independent time series (i);

xit = (1) annual unemployment rates,
(2) age and sex-specific

marriage rates,
(3) legal abortion rates,
f4) homecoming effect, dummy. .

variable coded 0 prior
1945 and 1 thereafter;

Xi,-I = independent time series (1)
and (3) lagged one year;

et = residuals, IN(O,u);

Table 1 shows the result of the

t0

(2)

OLS
estimation: all analysis were performed
using RATS 4.0 software (Doan, 1992). The
regression model is statistically
significant explaining 84.2% of the
variation in fertility rates. However,
individual regression coefficients are
highly variable. The sign changes suggest
multicollinearity often encountered with
distributed lag models based on the
original, untransformed data. The
inspection of the correlation matrix of
the independent variable time series (not
shown) indicates that the correlations
between the same variables, entered
contemporaneously and lagged, range
between .57 and -99.

The low Durbin-Watson statistic2
indicates that the residuals are first-
order autocorrelated. The sample auto-
correlation coefficients exceed f2 s.e. at
lags 1,2,3,11  and 12. clearly violating
the independence assumption. A high degree
of autocorrelation means that the
regression coefficients are inefficient,
t-statistics are invalid, and may also
indicate model misspecification (Maddala,
1988). Omitting variables (i.e. oral
contraceptive use) correlated with the

independent variables will bias the
regression coefficients.3

TABLE 1. OLS DISTRIBUTED LAG REGRESSION ON
U.S. FERTILITY RATES

VARIABLE bi t

Unemployment Rate 1.63 1.30
Unemployment Rate(l) -.20 .21
Homecoming Effect 13.63 2.53
Marriage Rate -1.04 -1.91
Marriage Rate(l) .64 1.19
Legal Abortion Rate -4.18 -4.72
Legal Abortion Rate(l) 2.53 2.83
Constant 99.03 7.05

F2 (7,43) 39.01; P=.OOO;  S.E.E.: 8.34;
R adj.: .842; DURBIN-WATSON: .46;
Q(12): 87.3; P=.OOO

SAMPLE AUTOCORRELATION FUNCTION

LAG 1 2 3 4 5 6

2G .77 7 .52 a .39 9 .24 10 .13 11 .05  12
r -.02 -.lO -.16 -.25 0.35 -.42

Note: Coefficients >!2 s.e.1 are shown in
bold type and lagged variables by number
in parentheses.

FIG. 3: U.S. FERTILITY RATES AND OLS
DISTRIBUTED LAG MODEL, 1942-1992
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FIG. 4: OLS MODEL RESIDUALS
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Figure 3 shows the fit of the OLS term deleted from the model.'
distributed lag model: it roughly fits the
data. Long runs of positive and negative TABLE 2. TRANSFER FUNCTION ANALYSIS ON
residuals, for the periods 1952-1962 and U.S. $ERTILITYRATES:  PRELIMINARY
1963-70, indicate the autocorrelation MODEL WITH DIFFERENCED DATA
problem (see Figure 4). Residuals for the
period 1967-1969 fall outside the -+2 s.e. INPUT t
range indicating heteroscedastity.

'i

Transfer Function Analysis with Multiple
Inputs: Box-Jenkins ARIMA (autoregressive-
integrated-moving average) models can
correct for autocorrelation in the OLS
error term. That is, the error term e, is
decomposed into a systematic component
modeled by a low-order autoregressive, or
moving average process and a stochastic
component a, which meets the standard
residual assumptions (IN(O,a)).

The multiple input transfer function
model for a nonseasonal, stationary time
series can be stated:

Y, = Co+(Oi(B)Bbi/si(B))*Xi,~  + @-'(B)e(B)*a,;

y t = output time series;
CO = constant;
B

oi(B)Bbi
= backshift operator:
= rationally distributed effects

of input series Xi:
Si(B) = decay rate of order (B);
xi t
e(B)

= input time series(i):

4)(B)
= MA operator (l-8,B - . . . -0,Bi):

at
= AR operator (1-+,B - . . . -$B );
= residuals, IN(O,a).

In contrast to the OLS model, the transfer
function model relates the fertility
series (output series) also to lagged
values of itself captured by the ARIMA
model (9 (B)B(B)*a,).

The ARIMA modelling process and the
transfer function extension are described
in a number of sources (Box and Jenkins,
1976; McCleary  and Hay, 1980; Pankratz,
1991; Pindyck and Rubinfeld, 1991). Using
transfer function analysis with more than
one input series can create significant
difficulties at the identification and
specification stages (Liu and Hanssens,
1982). Therefore, the procedure used in
this paper is based on the common filter
approach (Pankratz, 1991:173-184)  which
more readily allows for multiple inputs.

The model building process starts with
an OLS free-form distributed lag model
including several lags. Second and third-
year lagged effect of the input variables
were estimated; but no statistically
significant lagged effects were found
(models not shown).
Inspection of the sample auto-

correlation function (see Table 1)
indicates statistically significant
coefficients at high lags suggesting the
need for differencing. According to the
common-filter approach, the output series
and all input time series are differenced
once and the model is reestimated by non-
linear least squares with the constant

D-Unemployment Rate -.03 -.14
D-Unemployment Rate(l) -.41 -1.75
D-Homecoming Effect 11.04 2.93
D-Marriage Rate .21 .88
D-Marriage Rate(l) 1.04 8.15
D-Legal Abortion Rate .09 .27
D-Leg. Abortion Rate(l) -.71 -2.14
NOISE MODEL: 9(l) .70 6.42

S.E.E.: 2.27: R2 adj.: .988;
DURBIN-WATSON:2.01;  Q(12): 7.57; P=.75

SAMPLE AUTOCORRELATION FUNCTION

LAG 1 2 3 4 5 6
r -.07 .12 .02 -.06 .ll -.05

LAG 7 8 9 10 11 12
r .17 -.Ol -.lO .Ol -.17 -.11

The estimates of the preliminary
transfer function are shown in Table 2.
Incorporating first-order autocorrelation
$(l) grea$ly improves model fit: the
adjusted R value (.988) is substantially
larger and the standard error of estimate
(2.27) i's much smaller than those for the
OLS model. The Durbin-Watson and the Q-
statistics indicate no significant first
or higher-order autocorrelation. With the
exception of the homecoming effect all
contemporaneous effects are nonsignifi-
cant, but one-year lagged effects are
statistically significant and in the
expected direction. The lagged effect of
the unemployment rate (o=-.41; t=-1.75) is
significant at the .05 level with
direction predicted.

Additional models based on differenced
data were tested including third-year
lagged effects with first-order decay
effects, but none of those proved superior
to model M-l, Table 3. Model M-l deletes
all non-significant contemporaneous and
lagged effects rtsulting in a more
parsimonious model.

Figure 5 shows improved fit when
compared with the OLS model (Fig. 3). The
residuals of the transfer function model
are presented in Figure 6. There iS
downward movement in residuals during the
early 1960s culminating in an outlier in
1965. Since the downward movement
coincides with the introduction of
improved birth control methods, several
transfer functions specifications were
tried to capture the event. The best model
fit was achieved by adding a dummy
variable coded 1 for the period 1962-66
and Fpecifying a first-order decay effect
(6).

Table 4 shows transfer function model
M-2 including the additional first-order
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TABLE 3. TRANSFER FUNCTION ANALYSIS ON TABLE 4. TRANSFER FUNCTION ANALYSIS ON
U.S. FERTILITY RATES: MODEL M-l U.S. FERTILITY RATES: MODEL M-2

INPUT Oi t INPUT 'i t

D-Unemployment Rate(l) -.35 -1.59
D-Homecoming Effect 13.76 7.43
D-Marriage Rate(l) .98 8.85
D-Legal Abortion rate(l) -.71 -2.20
NOISE MODEL.: o(l) .67 6.15

D-Unemployment Rate(l) -.40 -1.91
D-Homecoming Effect 13.73 7.38
D-Marriage Rate(l) .96 8.62
D-Legal Abortion Rate(l) -.71 -2.62
Birth Control o,., -3.09 -2.83
Birth Control 6, .59 3.38
NOISE MODEL: (P(l) .42 3.03S.E.E.: 2.22; R2 adj.: .989;

DURBIN-WATSON:1.99:  Q(12): 6.63; P=.83

SAMPLE AUTOCORRELATION FUNCTION

LAG 1 2 3 4 5 6
r -.07 .09 .05 -.03 .08 -.09

LAG 7 8 9 10 11 12
r .14 .oo -.09 .Ol -.15 -.15

FIG.& U.S. FERTILITY RATE8 AND TRANSFER
FUNCTION MODEL 1,1942-1992
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FIG. 6: TRANSFER FUNCTION RESIDUALS, M-l
MEAN=-.08,  pm.78; SKEWNESS=-69,  ~9.05;

KURTOSIS*1.54,  pm.04
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transfer function labeled "birtp control".
Model fit further improves (Radj.=.991)
and the standard error of estimate
decreases by an additional 12% to 2.01.
The addition of the first-order transfer
function has only a minor effect on other
model coefficients with the exception of
the substantial reduction *
autocorrelation coefficient (I$(:)~).

the
The

lagged unemployment effect improves
somewhat (a=-.40;  t=1.91).

S.E.E.: 2.01; R2 adj.: -991
DURBIN-WATSON:1.86;  Q(12) 4.03; P=.97

Figure 7 shows improved model fit for
the 1960s and early 1970s. Figure 8
exhibits no outliers and the residuals do
meet the criteria for residuals (see
statistics Fig. 8). A run of positive
residuals in the 1950s may indicate that
the baby boom is not fully captured by the
pulse variable specified for the year
1946.

FIG. 7:U.S. FERTILITY RATES AND TRANSFER
FUNCTION MODEL 2, 1942-1992
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FIG. 8: TRANSFER FUNCTION RESIDUALS, M-2
MEAN=.3.  p=.22;  SKEWNESS=-.41.  p-.25;

KURTOSIS=-.38;  p=.61
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When the residuals of model M-2 aq
crosscorrelated with prewhitened
unemployment and marriage rates no
significant correlations emerge within a
+9 year range. With the exception of the
first-order transfer function whose
numerator and denominator term are highly
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correlated (r=.74), the remaining
correlations between inputs are less than
r=+.16. Since all transfer function
assumptions are met, no further models
were examined.

Sensitivity Analysis: The analysis was
restricted to the period 1942-1988, to
test for bias due to incorporating
provisional and some estimated data. The
transfer function coefficients changed
little, the lagged unemployment effect
remained at (o=-.39;  t-1.81; model not
shown).

The effect of discontinuing NCHS's
birth underregistration adjustment was
tested by adding a pulse variable for the
year 1960. The adjustment effect was
marginally significant (a=-3.36;  t=1.80)
and increased the lagged unemployment
effect (e=-. 49; t=2.34;  model not shown).

The third analysis examined the causal
relationship of unemployment, marriage and
fertility rates. Unemployment may effect
fertility indirectly by postponing
marriages. If this assumption is correct,
then the unemployment rate and marriage
rate must be contemporaneously, negatively
related. The corresponding correlation
coeffic#ent of the differenced series is
r=-.33. To obtain the total effect of
changes in unemployment rates on fertility
rates, the model was reestimated deleting
the one-year lagged marriage rates (model
not shown). The reestimated lagged tota
unemployment effect increases to e=-.71;
(t=-2.77) controlling the birth under-
registration adjustment and e--.62; (t=-
2.45) without its control.

Discussion:The transfer function analysis
indicates that a 1% increase in the
unemployment rate, is estimated to reduce
next year's fertility rate between -.7%
and - .a%; roughly one-third of that effect
may be indirect by postponing marriages.
The effect of a short term recession, i.e.
a one-year rise in the unemployment rate
of 2%, is estimated to result in a
reduction of the fertility rate by
approximately 1.5%, or about 6QOOO live
births during the next year. If the
recession drags on for two, or three
years, the effect will be cumulative
resulting in 120,000 to 180,000 fewer live
births.

The homecoming effect after World War
II produced an estimated 15% increase in
the fertility rate beginning in 1946. The
effect may not fully capture the baby boom
of the 195Os, but seems to be a reasonable
approximation. The homecoming effect is
independent of and controls for changes in
marriage rates which fluctuated sharply
after World War II.

Part of the downward trend in U.S.
fertility rates in the 1960s is attributed
to the introduction of effective birth
control methods, particularly oral
contraceptives. The National Fertility

Study and the National Surveys of Family
Growth (Mosher, 1982:8) indicate that use
of oral contraceptive increased from
15.1% to 25.1% of fertile females between
1965 and 1973 and then decreased to 22.5%
by 1976. Simultaneously, other effective
birth control methods, particularly
sterilizations, were also increasingly
used. Since the first-order transfer
function cannot distinguish between
different birth control methods, it is
likely to represent their combined impact.
The cumulative impact is an estimated
reduction in the fertility rate of
37/1,000 for the period 1962-1976.

An increase in the legal abortion rate
of 1/1,000 fertile females is estimated to
be followed by a reduction in the
fertility rate of .7/1,000 during the next
year. One implication of this finding is
that without the liberalization of state
abortion laws, the U.S. fertility rates
would have been in the 80-90/1,000  range
rather the 60-70/1,000  range for the last
two decades. Legalization of abortions in
Japan, Czechoslovakia and Hungary was also
followed by reductions in live births
(Rude1 et al. 1973:220-226).

The preceding analyses presume correct
model specification. Different models were
examined including time series on female
labor force participation rates, divorce
rates and the age distribution of fertile
females (proportion <30 years of age).
These inputs neither improved model fit,
nor did they eliminate the lagged
unemployment effect.

In contrast to OLS multiple regression
analysis which can lead to highly suspect
findings in the time series context,
transfer function analysis with multiple
inputs is more likely to yield reasonable
results.

NOTES

1. To obtain time series of equal length,
female marriage rates for 1988-92 were
estimated using linear regression with
marriage rates as predictor (CDC, 1993).
Likewise, legal abortion rates for 1990-
1992 were forecasted by exponential
smoothing based on the period 1979-1989.
2. The Durbin-Watson statistic tests the
null hypothesis that regression residuals
are independent against the alternative
that the residuals follow a first-order
autoregressive process.
3. Computer routines are available which
correct OLS residuals for first-order
autocorrelation. However, significant
autocorrelation may remain in the
llcorrectedl* residuals when the time series
is non-stationary, or the underlying
autocorrelation process is of higher
order. For instance, the autocorrelation
function for the OLS model with first-
order autoregressive correction resembled
that shown in Table 1, but was somewhat
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dampened. Autocorrelation COeffiCientS  at
lags 1,2 and 12 remained statistically
significant.
4. A second-order autoregressive noise
model was also tried using the original
time series. The autoregressive parameters
approached stationarity suggesting the
need for differencing.
5. When included in the model, the
constant term turned out to be
statistically insignificant.
6. There is a statistically insignificant,
negative, second-year lagged effect for
the legal abortion variable.
7. The five-year pulse and single decay
effect use only 2 degrees of freedom and
constrain the intervention to annual
reductions and decay effects identical for
each year (1962-1966). The cumulative
effect of the first-order transfer
function is reverse S-shaped and
corresponds to the S-shaped curve of a
typical product life cycle (Kotler and
Clarke, 1987:336).
8. Prewhitening entails filtering of the
original time series by its ARIMA process
resulting in a new series of white noise
residuals. The latter series is cross-
correlated with residuals of model M-2.
9. The correlation coefficient is based on
the period 1950-1992 for which the
marriage rate time series is variance
stationary.
10. The estimate assumes 4,000,OOO live
births per year.
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A Comparison Of Socioeconomic Indicators Across Three Decades

Alan 8. Humphrey, University of Rhode Island
Jay S. Buechner, Rhode Island Department of Sealth

Larry Manire,  Databasics Inc.

INTRODUCTIOR
The objective of this study is to test a

procedure used on the 1980 census data to create
socioeconomic clusters of census tracts using
the 1990 census data. In addition a comparison
with 1970 socioeconomic clusters will be made.

Rhode Island is a completely census
tracted  state and has since 1970 been coding
much of its health data to these census tracts.
The census tracts contain approximately 5,000
people, are defined to be uniform
demographically, and are hierarchically
consistent with Cities and Towns. Aggregates of
these census tracts can provide populations
subsets that have a large enough population base
to provide stable rates. If the aggregation is
based on a common set of demographic variables
they can be used to calculate utilization rates,
vital statistics rates, and market shares.

The decennial Census of Population and
Sousing provides the social, demographic and
economic data necessary for this aggregation
process. The data, available in computer
compatible media, can be obtained at the block
group, census tract, and city/town levels. This
aggregate data is so large that variables need
to be carefully selected and defined so that
they are consistent with the analysis objectives
and meaningful to those who may want to use the
final geographic clusters.

In the early 1970's Sakoda and Karen  (1)
used the cenaua data to classify these tracts
into four socioeconomic groups; high , middle,
low, and poverty. Their methodology included
using factor analysis to reduce 25 census
variables to five meaningful factors. The
factor with the highest loading was called
socioeconomic (SW)  which was used to classify
the census tracts. The other factors were Group
Quarters, Migration, Suburban, Non-ethnic, and
Social Stability.

In 1984 Sumphrey,  Buechner, and Velicer
(2) expanded on the work done by Sakoda and
Karen and classified census tracts into four
socioeconomic areaa. The methodology used was a
combination of factor analysis and cluster
analysis. Factor analysis was used to reduce 60
census derived variables into four factors;
Wealth, Education, Suburban, and Group. The
first two factors were used as SES and on their
factors scores the census tracts were clustered
into four SES groups.

The methodology used in 1980 was repeated
with the 1990 census data. A five factor
solution was obtained with the factors being
Socioeconomic Status, Ethnicity, Urban, Family,
and,Rlderly.

All three analyses had the same
objectives, namely reducing a number of census
variables to a manageable number using
multivariate techniques. The census tract was
the unit of measurement and data was obtained
from the Censua tapes. While the analysis used
in all three cases was factor analysis, the 1970
study used a FORTRAN program written by Sakoda
while the 1980 and 1990 studies used factor
procedures from the Statistical Analysis System
(SAS). The number of variable used in analysis
increased frcnn 56 in 1970 to 60 in 1980 and 70
in 1990. Also, there were 213 census tracts for
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both the 1970 and 1980 analyses, but these were
increased to 232 in 1990 by splitting some
tracts.

VARIABLE SELRCTIOR  ARD DEFIRITIOR
In the 1984 study 60 variables were

constructed from the census tabulation and used
to create the SES clusters. In the 1990 census
some of the variables used in 1980 were not
included while other questions were added.
Therefore, it is not possible to do a perfect
emulation of the 1980 study. There were 70
variables used for the 1990 study, of which 50
were the same as those used previously, 10
variables were not included in 1990 due to
unavailability, and 10 new variables were added.
Most of the variables were in the form of
ratios, though there were a few continuous
variables such as family income and value of
owner occupied house which were not ratios.
1980 and 1990 FACTOR ANALYSES

Principal components method was used to
extract the factors and then rotated using
varimax rotation. Scree  plots were used to
determine the number of factors to retain.

If a variable loaded on no components
(unique variable) or on more than one component
(complex variable) were excluded as far as
computing factor acores. Unique variables have
little variability, have low reliability, and
are measuring a domain that is not consistent
with the other variables in the data set.
Complex variables, since they are related to
more than one component, are difficult to
interpret and increase the correlation between
the scale scores.

Once the components are determined, the
final step in the factor analysis is the
calculation of scores for each census tract.
Two aacepted alternatives exist for creating
scores for the new variables: component scores
and scale scores. Component scores represent
weighted linear composites of all the observed
variables, where the weights are proportional to
the factor loadings. The principle advantage of
component acorea  is that they are completely
uncorrelated. Scale scores, on the other hand,
are unweighted linear composites of only those
observed variables that are selected for
inclusion in each component. The principle
advantages of scale scores are simplicity of
scoring, ease of interpretation, and stability
in cross-validation. Scale scores, however,
will generally be somewhat correlated.

1980 and 1990 CLUSTER ARALYSES
Ward's hierarchical clustering method was

used to create clusters based on the factor
scale scores. The cubic clustering criteria (3)
was used to help determine the optimum number of
clusters.

COMPARISOB  OF FACTORSr  1970 - 1990
In 1970 and 1990 one factor was identified

as the SES factor. The 1980 analysis required
the use of two factors to create SES. The
similarity of these factors, based on the
variables included (Table 1.) is interesting in
that 1970 had no education variables included in
SES and was primarily comprised of income
related variables. The 1980 and 1990 SES was



Table 1. Variables included in the 1970,
1980, and 1990 Socioeconomic Factors

A970 aEs

Dishwasher
Median Family Income
More than one Bathroom
Median Value of Owner Occupied Eouse
Median Gross Rent
New Souse Coating $25,000 or More
Professional / Managerial Occupation
- Blue Collar Occupation

Single Housing Unit
White
Families
- Poverty
- Female Beaded Families in Poverty
- Families with Children in Poverty
- Public As&stance Income
- Divorced or Separated

Completed College
Self Zmployed
Speak English
Central Heating
Professional / Managerial Occupation
- Completed Eigh School
- Blue Collar Occupation
- Median Gross Rent
- Foreign Born

Completed College
Professional / Hanagerial Occupation
Percapita Income
Median Family Income
Median Value of Owner Occupied House
Median Gross Rent
Self Employed
Bouse with 4+ Bedrooms
Speak English
- Female Beaded Families  with Children
- Families on Public Assistance Income
- Disabled Workers
- Completing less than Ninth Grade
- Completing less than High School
- Blue Collar Occupation

comprised of a combination of Income, Education,
and Occupation variables.

There were 15 variables included in the
1980 analysis that were not present in the 1990
analysis. Thirty variables were added to the
1990 analysis that were not available in 1980.
Of these, ten were not included in defining a
factor. Ten of the twelve variables that were
not used in defining a factor in 1980 were used
as defining variables in 1990. Nine of the
seventeen variables defining SES in 1990 were
used to define the Wealth and Education factors
in 1980. The complete distribution of variables
across  factors is presented in Table 2.

CLUSTER COMPARIs0Bsr  1980 - 1990
The clusters formed in 1980 and 1990 used

similar methodologies with different variables
defining SZS. The 1980 clusters used two
factors to cluster the census tracts (WZALTB  and
EDUCATION) while the 1990 clusters were obtained
using the one SES factor. In addition there
were 213 census tracts in 1980 and 230 census
tracts in 1990. The dietribution of census
tracts and population in the two years (Table 3)
is quite for the BIGR  and LOW clusters. About a
quarter of the population is in the ZIGB 1980
cluster which drops to about 11% in 1990.
Conversely, about a quarter of the population
was in the LOW 1980 cluster which rose to about,
45% in 1990.

If 1980 and 1990 SES factors are measuring
a common characteristic and there is no change
in the population one would expect that the
census tracts would be placed in the same group
in 1990 as 1980. Any deviation from this
indicates a difference in the measure or a
change in the demographic composition of the
population. The greatest disparity can be seen
in the MIDDLE and LOW clusters (Table 4).

The scale scores used to define the
clusters are somewhat different in that there
was a greater range in 1990 than in 1980 (Table
5). However, the average income and percent
completing college are very similar for the two
periods. The percentages of those completing
college are somewhat higher for all clusters in
1990 than in 1980 except for the poverty
cluster.

To meaeure the internal variability of the
clusters coefficients of variability were
calculated for theIncome, College, and SES scale
Soores variables (Table 5). In both yeare the
internal  cluster variability was nearly the
ssme. The 1990 clusters were less variable
based on the scale scores except for the ZIGB
Cluster,  1eSS  variable for all clusters based on
College, and more variable for all but the
MIDDLE cluster for Income.

Table 2. Distribution of Variables across the 1980 and 1990 Factors.

199m
1990 NOT

1980 FACCTRS SZS MINORITY URBAN SUBURBAN ELDERLY PRESENT TOTAL
WEALTH 3 3 2 1 1 10
EDUCATION 6 1 2 9
SUBURBAN 1 3 2 6
GROUP 2 4 1 7
NOT PRESENT IN 80 4 6 4 2 4 10 30
NOT INCLUDED IN 4 2 3 1 2 12
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Table 3. 1980 and 1990 Cluster Distributione  of Census Tracts and Population

1980 1990
tm Pow&&on

I % 4 % -F==@R% m

RIGS 51 24% 242,038 26% 24 10% 108,084 11%
MIDDLE 77 36% 359,216 38% 69 30% 308,723 31%
LOW 48 23% 213,908 23% 105 45% 469,978 47%
POVERTY 37 17% 131,992 14% 34 15% 116,679 12%

TCTAL 213 947,154 232 1,003,464

Table 4. Number of Census Tracts per SES Cluster in 1980 and 1990

1990 CLtlSTRRS
1980 CLUSTERS BLQB Uxwwa!A!x~
RIGS
MIDDLE
LGW
POVERTY
TOTAL

Table 5.

RIGS
MIDDLR
LCW
POVERTY

AVERAGR

Table 6.

HIGH
MIDDLE
LOW
POVERTY

Table 7.

~-19 35 5 0 59
5 30 50 0 85
0 3 40 6 49
0 1 10 26 37

24 69 105 32 230

1990 Average Income, Peroent Completing College, 1980 SES Scores,
and 1990 SE8 Scores for the 1980 and 1990 SES Clusters

199Q SpsaQ  m
~80~90~80

42,741 45,074 0.42 0.52 0.96 1.93
34,692 37,876 0.29 0.36 0.37 0.61
27,300 30,680 0.16 0.21 -0.42 -0.37
18,591 18,110 0.12 0.10 -1.55 -1.43

32,592 32,592 0.27 0.27 0.04 0.02

Coeffiaients  of Variability for Inaome,  Percent completing College,
1980 SES Scores, and 1990 SRS Scores for the 1980 and 1990 SRS
Clusters

0.26 0.35 0.30 0.23 0.26 0.30
0.20 0.18 0.32 0.20 0.59 0.51
0.19 0.24 0.31 0.27 0.88 0.80
0.29 0.33 0.52 0.37 0.25 0.22

Eospital  discharge rates (per 1,000 population) for injuries,
Rhode Island C-unity Rompitals  1988 - 1991

1990 CLUSTRRS
1 9 8 0  CLusm

RIGE
RIGR MIDDLR POVERTY TOTAL
20.83 21.77 1??69 21.04

MIDDLE 44.71 24.69 24.98 25.74
LOW 19.78 32.71 33.17 31.84
POVERTY 24.37 37.18 44.14 41.52
TCTAL 24.52 22.99 28.56 42.02 27.95
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Table 8. Cluster Comparieons for Nean of Average  Length of Stay for
injuries,  Rhode Island Commlnity  l?oepitalm  1388 - 1991

1990 CLUSTNRS
1980 CLWTNRS

BIGB MIDDLB Low POVERTY  TmAL
HIGH 7.34 7.99 7.91 - 7.76
MIDDLE 9.12 7.87 8.72 - 8.46
LOW 8.85 8.56 8.10 8.52_ ~__
POVERTY 12.04 7.74 8.60 8.43
TOTAL 7.84 8.03 8.52 8.53 8.33

coNPARIsoN  OF HNALTE  VARIABLES
Hospital discharge data from  Rhode Island

community hospitals for 1988 through 1991 was
selected for those diagnoses of injury. The
Discharge rate and the length of stay generally
increases as the SES category goes from BIG0 to
POVERTY. The rates based on the 1980 clusters
do follow a general increase with the POVERTY
rate about twice that of the EIGB rate (Table
7). The pattern is not as clear for the rates
based on the 1990 clusters, in fact the MIDDLE
cluster has a slightly lower rate than the HIGH
cluster. A comparison of the rates within the
table follows the same pattern except for the
MIDDLE clusters in both 1980 and 1990.

1.

2.

3.

There is a similar pattern for length of
stay (Table 8). However, the length of stay for
the 1990 clusters follows the expected pattern
better than the 1980 clusters

Factor analysis of census data for 1970,
1980, and 1990 has provided the basis for
partitioning Rhode Island into Socioeconomic
Status (SES) clusters. Each analysis generated
different factors and hence different
definitions of SES. While the definitions
differ, they are similar and provide a conanon
basis for aggregating census tracts into
meaningful groups. These groups have been used
by health planners to quantify health problems
and issues. With new data available every ten
years and hence a new definition of SES and new
SES clusters, the question of comparability over
time has been raised.

The results of this study indicate that
the mealjurements of the extremes (HIGE versus
POVERTY) is comparable over time and that the
shifts from one cluster to an adjoining cluster
may be due to changes in the population
characteristics and not to changes in SES
definitions. However, the shifts observed in
the MIDDLE and LOW clusters indicate that there
are some comparability problems arising from SES
definitions.

These differences call for analysis of
1970, 1980, and 1990 data using the same
variables in each year and the same methodology.
This analysis would then show which variables
are the most stable over time with respect to
differentiating geographic areas, which factors
are the most important for demographic
constructs, which areas of the State are
changing, and finally a measure of the magnitude
of that chance.

Sakoda, J. M. and Raron,  J. P. Factor
Analymim of Rhode Island Cenmum Tracts, 1970.
Providence: Rhode Imland  Eealth  Servicem
Remearch  , Inc. 1974.
EUkphreY,  Alan B., Buechner, Jay S., and
Velicer, Wayne 1. Differentiating Geographic
Areas by nsocioeconaonic  Characteristics. The
Northeamt Journal of Buminesm  and Bconomios.
13:47-64.  1987.
Sarle, Warren S., Cubic Clumtering  Criteria.
SAS Technical Report A-108.
Inmtitute  Inc., 1983.
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HEALTH DATA ON HISPANIC WOMEN:
METHODOLOGICAL LIMITATIONS

Hortensia Amaro, Boston'University
school of Public Health

This presentation focuses on two
issues pertinent to research on Hispanic
women's health: 1) an assessment of the
adequacy of current national health data
systems for informing the health status
of Hispanic women, and 2) models to
support research on Hispanics and
specifically on Hispanic women.
Relevance of National Data Systems
National health data compiled by federal
government agencies are critical for
understanding morbidity and mortality
among Hispanic women. Annual health
statistics and publications are used to
identify major health problems needing
legislative and programmatic attention.
Problems of inadequate Hispanic
ethnicity identifiers, small sample
sizes, linguistic and cultural
inappropriateness of measures in
national health studies have resulted in
a dearth of information on the health
problems and conditions of Hispanics,
including women.' The limitations of
national data systems for providing data
on the health status of Hispanics pose
severe problems for understanding and
addressing the health problems of
Hispanic women in the United States.
Without baseline data it is difficult to
develop priorities for prevention
programs and for health services to
address the health problems of Hispanic
women and to assess the impact of
programs and services on the health of
Hispanic women. Yet, progress in the
availability of health data on Hispanics
and other minority groups has been slow.
Notwithstanding a few exceptions (eg.,
vital health records and the Hispanic
Health and Nutrition Examination
Survey), there has been little
improvement in the nation's health data
systems ability to provide data on
Hispanics and other racial/ethnic
groups.
Limitation of National Data Systems
Procedures

In order to ascertain which
national health data sets provide
reliable information on the health
status of Hispanic women, a review of
the major national data systems was
conducted. Fifteen data systems were
identified based on their relevance to
health problems of women and the
importance of these data systems for
informing public health efforts and
health service needs. A survey
questionnaire was sent to individuals
identified as the contact person for
each data set and a follow-up telephone
interview was conducted to verify and

clarify responses on the survey. The
questionnaire asked for general
background information on each data set
and on the extent to which Hispanics
were included in the study. More
specifically, this presentation reports
on findings regarding: 1) if and how
Hispanic ethnicity was assessed; 2)
whether Hispanics were included in the
sample, if they were oversampled, and
the sample size for the study, for
Hispanics and their subgroups and for
Hispanic women; 3) whether detailed
gender x age analyses can be conducted
for Hispanics and for Hispanic groups;
and 4) if Spanish speaking respondents
were included and how translation of
instruments was handled.
Results
Ethnicitv identifiers. Table 1 presents
findings from the survey. Identifiers
for Hispanic subgroups were collected in
10 of the 15 data sets reviewed.
However, 5 data sets continue to use a
global identifier (i.e., Hispanic) that
does not allow for analyses of Hispanic
groups.

Even when adequate Hispanic
ethnicity identifiers have been
included, serious problems in the
collection and completion of such
information continues to hamper the
usefulness of the data. For example,
the 1990 mortality data, which are based
on Hispanic-origin population from 46
States and the District of Columbia,
exclude Hispanics from New York City
because more than 10 percent of death
certificates had inadequate data for
ethnicity.2 The Puerto Rican population
(58% covered) is grossly
underrepresented. Since about half of
deaths to Puerto Ricans are accounted
for by New York City, the mortality data
for Hispanics overall and for Puerto
Ricans are underestimated.2
SamDlina Strateaies. Most federal
population-based surveys employ a
stratified probability sample and as
such, obtain samples of Hispanics in
proportion to the population size, about
9% or less of the national sample. This
yields a sample size that is too small
to allow for meaningful analyses of data
for women of Hispanic subgroups. As a
result, if analyses are conducted on
Hispanics at all, they often group all
Hispanics even when subgroup ethnicity
identifiers are employed in the surveys.
Of the general population surveys in
this review, two oversampled Hispanics
(ie., NMES and NHSDA) and one
oversampled Mexican Americans (ie.,
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NHANES III). One survey (ie., H-HANES)
focused specifically on Hispanics and
sampled the three largest Hispanic
groups (Mexican Americans, Cuban
Americans, and Puerto Ricans).
Collection of data on Hispanics and
Hispanic subgroups under the major
surveys such as the NHANES, NMES and
NMHIS has been sporadic. As a result,
it has not been possible to document
changes in diseases and conditions
across time.

Most of the major national health
surveys that document the health status
of the U.S. population have not provided
meaningful data on specific Hispanic
subgroups due to small samples. For
example, the National Health Interview
Survey whose purpose is to assess the
health status of the non-
institutionalized population in the U.S.
completed a 1990 fielding that included
11,580 Hispanics who comprised 10% of
the sample. The 1990 sample of
Hispanics is sufficiently large to
conduct some general analyses for the
two largest Hispanic groups, Mexican
Americans and Puerto Ricans. However,
detailed gender x age analyses,
especially for Puerto Ricans and other
Hispanic groups are not feasible.

The National Health and Nutrition
Examination Survey conducted by NCHS has
also traditionally not included
sufficiently large samples to provide
data on the health status of women in
Hispanic subgroups. The most recent
fielding (1988-1991) of this survey
oversamples Mexican Americans who
comprise 30 percent of the 15,884 person
sample and provide the largest sample
ever of any Mexican Americans in a
national health survey. The large
sample size allows for detailed gender x
age analyses among Mexican Americans.
However, the survey will not provide
data on Puerto Ricans, who have the most
jeopardized health status among
Hispanics. National data systems that
provide information on child and
maternal health (eg., Child Health
Supplement to the NHIS, NSFG, and NLSY)
have been relatively uninformative on
the health problems of Hispanic women
and children. Similarly, the major data
systems for assessing expenditures for
health care and health insurance
coverage (eg., NMCUES and NMES) also
have small samples of Hispanics and
yield very limited data on women in
Hispanic subgroups.

The national study which has made
the greatest contribution to informing
Hispanic women's health is the Hispanic
Health and Nutrition Examination Survey
(H-HANES) conducted by NCHS between 1982
and 1984. The purpose of the H-HANES
was to provide information about the
health of Hispanic children and adults
living in the United States. Since

approximately half of the sample for
each Hispanic subgroup was female, the
H-HANES contains a sufficiently large
sample of Hispanic women to conduct
gender comparisons and gender-specific
analyses of many major diseases and
conditions and health care utilization
patterns. The H-HANES continues to be
the largest and most complete data set
that provides information on Hispanic
women and researchers continue to use it
to assess the general health status of
Hispanics and to plan for health care
needs and programs. This single research
effort resulted in the largest number of
publications on Hispanic health and in a
major advance in our knowledge of
Hispanic health. Two major health
journals, The American Journal of Public
Health and the Journal of the American
Medical Association published thematic
issues based on articles employing the
H-HANES data.3*4 Despite the usefulness
of the data produced by the H-HANES,
there are no plans to repeat it now that
the data are ten years old. Further,
they are no plans to include all of the
major Hispanic groups in the future
NHANES.
Linsuistic and Cultural ComDarabilitv.
The inclusion of adequate samples of
Hispanics in national health studies
must also be accompanied by the use of
appropriate methods that render the
results representative and valid. Until
recently, most surveys were conducted in
English, a practice that introduced bias
in the Hispanic sample through exclusion
of Spanish dominant respondents. This
represented a significant omission since
two out of three Hispanics speak Spanish
at home,' reflecting greater fluency
and/or preference for Spanish. Further,
findings from the H-HANES indicate that
a significant minority of Hispanics have
limited or no English language fluency.6

In recent years many national
surveys have included Spanish dominant
respondents through the use of
translated questionnaire and interview
instruments. In our review of ten major
data systems that collect information
directly from sample persons, all but
two (ie., NHIS and the Child Health
Supplement to the NHIS) reported that
they are currently using Spanish
translations of instruments. The two
surveys that do not employ Spanish
translations of the instruments rely on
in-house translators who translate the
instruments when a Spanish speaking
respondent is encountered. If this
cannot be accomplished, the interviewer
terminates the interview. This practice
introduces bias in the sample of
Hispanics included in the study and
presents threats to validity and
reliability of the measurements.
interviewers for simultaneous

Using

translation without the control
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introduced by standardized procedures
required for valid translations's* brings
into question the comparability of the
data obtained from English and Spanish
respondents.

In summary, while most major health
data systems reviewed have incorporated
ethnicity identifiers for Hispanic
groups, serious limitations continue to
exist in the ability of national data
systems to inform Hispanic woments
health. Most data systems continue to
have small samples of Hispanic women and
therefore do not allow for accurate
estimates of diseases, health
conditions, and health care needs in
this population. Small samples
generally do not allow for gender x age
and other detailed analyses for
subgroups of Hispanic women and
therefore provide data of limited
usefulness in planning for health care
and public health programs. Finally,
the issue of linguistic and cultural
appropriateness of instruments used in
many surveys needs attention since the
lack of proven cross-cultural validity
of such measures brings into question
the interpretation of findings.
The Hispanic Health Research Consortium

The 1990 Disadvantaged Minority
Health Improvement Act in its report
language, recognized that in addition to
changes in national data systems, there
was a need to build a research
infrastructure within the Hispanic
community. Unlike, the African American
community in the U.S., the Hispanic
community lacks a system of higher
education that can support a research
infrastructure on health research. As a
result, Hispanic researchers and
students often lack important mentoring
relationships that provide support and
lend critical expertise to the
advancement of their. research. Further,
the lack of a research infrastructure
often results in Hispanic researchers
working in isolation without the support
of peers with shared interests who can
provide valuable input and
collaboration.

Recognizing the need for developing
a research infrastructure to support
Hispanic health researchers, the 1990
Disadvantaged Minority Health
Improvement Act, through a legislative
mandate to NCHS, provided one year of
funding to the National Coalition of
Hispanic Health and Human Services
Organizations (COSSMHO) to conduct
secondary data analyses of existing
national data sets through its Hispanic
Health Research Consortium (HHRC)
founded in 1982. With these funds
COSSMHO developed an initiative that
funded five university-based research
teams to address research questions
focused on Hispanic women's health.
While modest in funding, this project

represents the largest single effort to
date to improve the knowledge base on
Hispanic women's health.

The HHRC model incorporates the
following components: 1) funding for a
series of university-based research
teams composed of a Senior Research ’
Fellow (typically a junior to mid-level
faculty member), one or more Junior
Research Fellows (undergraduate or
graduate students), and a statistical
consultant; 2) mentoring to Senior
Research Fellows by a Senior Research
Scientist who directs the HHRC and
mentoring to Junior Research Fellows by
the Senior Research Fellow; 3) national
level networking with other Hispanic
researchers, which was facilitated
through COSSMHO'S extensive network; and
4) dissemination of findings through
presentations at regional and national
scientific meetings and through
publication of presentations in
scientific journals. The HHRC Model has
been extremely successful and cost
effective in promoting the development
of Hispanic researchers and in providing
a meaningful contribution to the
scientific body of literature on
Hispanic health. In the last year, the
HHRC researchers produced over 12
research presentations on Hispanic
women's health, which have been
presented at scientific meetings and
which will be published in scientific
journals. Equally important in this
model, is a supported team context, that
facilitates skills enhancement,
collaborations and national networking
among Hispanic researchers. It is
imperative that we look for ways to
increase the representation of Hispanic
women in health research, to foster the
development of Hispanic health
researchers and to train young
scientists. In doing so, we must not
only increase funding for individual
investigators conducting research on
Hispanic health but also fund mechanisms
that support the development of a
research infrastructure on Hispanic
health. Models for funding research
which incorporate mentoring, networking
and team efforts hold great promise for
the training and development of Hispanic
researchers who can contribute to
research on Hispanic women's health and
to Hispanic health research in general.
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Table I. Summary  of Hispanic Ethnic  Identifier, Sample Sii and Spa&b Translation of Instntmcnta  on Selected Data Systems

Name
Agency
Year

Hispanic Ethnic Identifier Total Sample Sic

Oversample:
Hispanic N
Hispanic Female N

Translated Instrument

National Vital Registration System/
NCHSI
1989

To Collect general  purpose siatistics
regarding births including prenatal
care, bitthweight, birth rates,  teenage
and unmarried births, family
formation and dissolution, and
characteristic8 of the fetus, the
pregnancy, axI the mother

Mexican American
Pueflo  Rican
Cuban
Central  & South American
Ocher  Hispanic

Total N = 3,903,OOO

Oversample:  NA
N = 530,WO  Hispanics

NA

National Morrality  Statistics: Genenl
Mortality/
NCHSI
1989

To provide genenl  mortality data
including infant mortality, life
expectancy, and causes of death

Mexican American
Puerto Rican
Cuban
Central & South American
Gther  Hispanic

Total N = 2,150,4&Z NA

Ove~mple: NA
N = 76,379 Hispanics
N = 30,404 Hispanic women

National Notitiable  Diseases
Surveillance System/
CDC/l99l
(ongoing)

To determine the  prevalence of 49
reportable discaso  and conditions

Hispanic Total N = 321,366 NA

Ch’crsamplc:  NA
N = 19,642 Hispanics
N = 9,178 Hispanic women

National Health interview Survey/
NCHSJ
1990

To provide basic data on health  atams
and disability, utilization of he&It
care, AIDS knowledge  and attinitudes,
alcohol and dnrg  use, and Year  2000
health  prevention object&a

UeXiCWMexiCalIO

Chicrno
Fueno Rican
Cuban
Gthcr  Latin American
cnber Spanish
Spanish- don’t know type
Multiple Hirpsnic  category

Total N = 122,CKlO NO

Oveaample: No
N = 11,580 Hispanics
N = 5,928 Hispanic women

National Survey of Family Growth/
NCHSI
1988

To provide information on Mexican American Total N = 8,000
columc;ption  and steliliition,

YCS
Pueao Rican

adolescent sexual activity sod Cuban Oversample:  No
preSnawy,  family planning, adoption, Central & south American N = 641  Hispanic women
breastfeeding,  and infertility in Other Hispanic
women age 15 to 44
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Hilpanio  Health and Nutrition
Examination Survey/
NCHSI
1982-1984

National Health and Nutrition
Examination Survey Ill/
NCHSI
1988-1991

To provide infommtio”  about the
health status and health cab
utilition among Hispanic adulta and
child=” including: prevalence of
diseascl  conditions, undetected
diseases/conditions, use of cigarettes,
alcohol, illicit dmgs and depression
diabetes

To provide information about tbe
health status end health care
utilization among adults and children
including: pnvalencc of disease/
conditions, undetected
diacescs/conditions,  including head
disease, diabetes, osteoporosis. imn
dsficienoy anemia aad other
nutritional  disorders, lead exposure,
& children’s gmwth and development

uexica”&fexicano  ,
Chicano
Hiapano
Puetio Rican
BOriCUC”

Cuba” American
Cuban
Latin American
outer  Spa&b
Olher Hispanic

Mexican
Mexican American
Other Latin American
Other Spanish

Hiqanic  fowled study
Ex&oed

N = 7,197 Mexican A”wicanr
N = 2,645 Puedo Fticans
N = 1,291 Cuban Americanr

Women:
N = 3,946 Mexican Americans
N = 1,597 Puerto Ricans
N = 721 Cuban Americans

Total N = 15,884

Oversampled:  Mexican
AI”CliCUW

N = 4,856 Mexican Americans
N = 2,479 Mexican Anwican

Women

Yo#

Yes

Child Health Supplement to the
National Health Intelview  Sulveyl
NCHSI
1991

To provide  data relevant to chc
healthy People Zoo0 objectives r&ted
to child health sod immunization

MexicanlMexissm,
Mexican American
Chiceno
Pueno Rican
Cuban
Other Latin  American
o$er Spanish
Multiple Hispanic

Ttil N = 17,102

Oversample:  No
N = 2,116 Hispanic children
N Hispanic girls “ot available

No

National Ambulatory Medical Can
SurveyI
NCHSI
1990

To estimate the number of office Hispanic ethnicity noted if Total N = 48,065 NA
visits to offke-based  physicians and to mentioned by provider
describe patient demographics, mason Oversample:  NA
for visit, diagnosis, services provided N = 2,235 Hispanics

N = 1,274 Hispanic womb”

Natio~l Hospital Ambulatory To provide  data on the U.S.
Medical Cam Survey/ population’s experience in hospital
NCHSI emcrge”cy end outpatient medical
1992 CfllW

Hispanic Total N = 500 hospitals and
72,000 visita

Ovemmnple:  No
No N on Hispanics tabulated

NA

- _

Vati  Medical  Care UtiIiition  md To provide data on we ad Moxicano/Mexicao American Total N = 17,123 Yes
Expenditun  Survey/ expenditums for health cam Pueno Rican
NCHS d HCFAI Chicano Ovcraample:  No
1980 Cuben N = 1,192 Hispanic8

Other Latin American N = 596 Hiapsnic wo”wn
Other Spanish

National Medical Expcnditurc
kveyl
NCHSl
1987

To provide data on health can
expenditures and health insurance
COVClTlgC

MexicmlMexicanolMexican
American

Chicano American
Pueno Rica”
Cuban
Other Latin American
Other Spanish

Total N = 37,446

Oversampled: Yes
N = 4,308 Hispanics
N = 2,204 Hispanic women

Yes (household
sample)

National Household Survey on Dtug
Abuse/
NIDAI
1992

To develop cscimetes  of drug use
prevalence

Mexican American
Puetio Rican
Cuban
Other Hispanic

Total N = 28,000 Y.%

ovelw”ple:  Yes
N = 7,916 Hispanics
N = 4,386 Hispanic WOIIIC”

National Crime  Victimization Survey/ To measure rate of c&w Total N = 47,000 Yes
BJS victimization for rape, robbery,
(1991) ongoing assault, personal theft,  household

thofl, burglary and motor vebiclc  theft

National Hospital Discharge Survey/
NCHSI
1991

To pmvide  national estimates of
shod-stay hospital use

75 96 of cthtdcity data miming; 110
estimates available on rizc of
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COOPERATIVE AGREEMENTS TO ADVANCE THE UNDERSTANDING OF THE HEALTH OF
ASIAN AND PACIFIC ISLANDER AMERICANS

Dong Suh, Asian American Health Forum, Inc.

Introduction

During the 19808, the Asian and Pacific
Islander (A/PI) population nearly doubled from
3.1 million to 7.3 million. The 95% growth
rate in a decade was larger than any other
racial group. This growth has challenged the
current health information system since the
current system is inadequate in providing
necessary and meaningful information for this
emerging population. To begin to address the
rising need for more health information,
National Center for Health Statistics/Centers
for Disease Control and Prevention has
initiated an extramural cooperative agreement
to advance the understanding of the Health of
A/PI population. This paper presents an
overview of the issues in health research for
A/PI population and how these issues are being
addressed through the cooperative agreement.

In conducting research in the A/PI and
other populations, there are five inter-related
problem areas. To gain the necessary
information on the health of Asian and Pacific
Islander population, it is critical to address
these issues.

I. Lack of ethnic A/PI specific data
collection efforts and survey instruments.

Most of the national, state and local
health data do not have the racial breakdown
necessary to gauge the health of A/PI
population. In most cases, the racejethnicity
information is available for Blacks, Whites and
Hispanics; A/PI population is often in the
residual category with American Indian/Alaskan
Natives. Even if information are available for
the aggregate A/PI population, the diversity
within the population renders much of the
information inadequate for any one specific
sub-population within Asian and Pacific
Islanders.

11. Absence of research and researchtoolsthat
have been normalized for A/PI population.

Despite the obvious lack of health
information for A/PI population, there are very
few research efforts. Moreover, the existing
research efforts often disregard the cultural
and behavioral differences among various Asian
and Pacific Islander populations and other
populations. Therefore, the validity of many
of the research finding may be suspect.

III. Little baseline data or research on A/PI
population.

Of the over 600 national health
objectives for the Year 2000, only eight
objectives are targeted specifically for Asian
and Pacific Islanders. This absence of A/PI
population in the document for national health
priority is due to the fact that there are verv
iittle baseline data with which to establis:
and measure objectives. The impact of the lack
of baseline data has resulted in considering
health of A/PI population as a low priority.

I V . Lack of trust within A/PI community in
research and data collection efforts.
Conducting research in any population needs the
cooperation of that population in order to
collect accurate and timely information. Due
to a number of reasons from language problems
to privacy issues, it is difficult to conduct
research in the A/PI community. Moreover, many
have not seen any benefit from research or data
collection efforts conducted in their
communities.

V. Methodological and cost issues in surveying
A/PI population.
The small size of the A/PI population and
geographic concentration presents major
difficulties in undertaking of a nationwide
survey. The current method of surveys are
prohibitive in . cost and alternative
methodologies with lower cost are not
available.

As a consequence of above problems, the
health of A/PI population is not very well
understood and at the same time, is not
receiving much attention. Often, the health
problems are not addressed until too late. The
next section examine the possible consequences
of lack of health information and offer
alternatives.

Measles Morbidity and Mortality

In 1990, half of the measles contracted
.in the state of Minnesota were children of
Hmong immigrants. This was an astounding
number since there are only 15,000 Hmong in the
entire state. With state population of
4,375,000, Hmong population in Minnesota make
up 0.34% of the state's population. By June,
three Hmong children were succumbed by the
disease.

From 1989 to 1990, there were 58 deaths
in California from measles. Of that 17 deaths
(about 30%) occurred in the Asian and Pacific
Islander community. The Hmong, Samoan, Lao and
Cambodian population combined make up less than
seven tenth of one percent of the California
population.

This type of ethnic specific information
in invaluable in determining the population at
risk and formulate effective method of
intervention. If these deaths occurred in a
state without sub-A/PI specific data, this type
of information may not have been available.

Immunization

Health U.S., an annual publication
detailing health status of the nation, has only
two categories, "whites" and "all others" in a
section on immunization status. This type of
data do not provide any useful information for
A/PI population. However, it is a typical
presentation of health data and is a grave
problem when trying to determine the health
status of minority population, especially A/PI
population.

On the other hand, a data collection
effort that disaggregate A/PI population yield
much more useful information. The 1992
Kindergarten Retrospective Survey, conducted by
the Immunization Unit of California Department
of Health Services, provide information not
available nationally. This survey
disaggregated A/PI population into two groups,
Asians and Southeast Asians. As Table-I
indicates, the survey found that although Asian
children had second highest level of
immunization, Southeast Asians had the lowest
level of immunization. In fact, the
immunization rate for Southeast Asians were 15%
lower than the second lowest group, Hispanic
children.
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Table I - Percent of California'5 Children
with Adequate Immunization by Age 2

Race/Ethnicity % Immunized
All Races 48.2%
White 58.0%
Black 44.2%
Asian 55.6%
Southeast Asian 21.6%
Other 59.5%
Hispanic 36.9%

Source: 1992 Kindergarten Retrospective Survey,
CA DHS.

rate for the A/PI population in general and
some population such as Chinese and Japanese
are available, data on other population are
very rare. Analysis of California vital
statistics performed by Asian American Health
Forum provides information on other A/PI
populations. Its findings show high rate of
mortality for specific sub-groups of Asian and
Pacific Islanders.

Vital Statistics

Figure-I illustrates death per 100,000
population due to homicide and legal
intervention in California among 15 to 24 year
old population using the 1986 to 1988 data. It
indicates that Samoan5 and Other Pacific
Islanders have highest mortality rate after
African Americans.

Currently, there are very little ethnic
specific mortality analysis available for Asian
and Pacific Islanders. Although the mortality

Figure-I Cdiirnia  vital  Statistics. 1996-99

Survey and Research Pro~?ram,  Asian Amrican  Health Forums  Inc. 1992

an overlap between census tracts with high
Alternative Methods concentration of homicide and cen5us tract with

high concentration of Samoan population. Since
Due to small size of samples or number of Samoans reside in area with high number of

incidents, the rates or mortality or morbidity homicides, the findings from the mortality
are often statistically insignificant. Since analysis that Samoans have higher rate of
the validity of the findings for data analysis deaths due to homicide and legal intervention
alone is in question, other means of supporting can be supported by this method.
the data need to be utilized. By using
supporting studies, community input and
alternative technologies such as mapping, one
can determine whether these findings support
the findings from quantitative analyses.

To illustrate this point, a simple map
will be used to support high homicide rate for
Samoans. The first map (Figure-II) illustrate

.the number of homicide in each census tract in
Los Angeles County. The next map (Figure III)
shows the concentration of Samoan population in
Los Angeles County by census tract. There is

More traditional approach to mapping is
data from existing literature. Many studies
indicate that the Pacific Islanders, especially
Samoans, are at high risk for diseases of the
heart. This supports the findings from the
mortality analysis that show Samoans have one
of the highest rate of deaths due to diseases
of the heart. California mortality analyses
show death rates due to diseases of the heart
for Samoans are second highest among 35-44 year
olds, third highest among 45-54 year olds, and
second highest among 65-74 year olds.
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Figure-II Number of Homicides by Census Tract
Los Angeles County, 1991

Source: U.S. Bureau of the Census, 1990 Decennial Census Map made with ATIAS  GIS from Strategic  Mapping, Inc.
Asian and Pacific Islander Data Consortium - ACCIS: San Francisco, CA

Figure-III Samoan Population in &as Angeles County
by Census Tr&t, 1990
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As demonstrated, without relevant and
dieaggregated health information, the health
care delivery system cannot deal with the
problems faced by this rapidly
population.

growing
The disaggregation of A/PI

population given it's diversity and
heterogeneity for the entire nation seems to be
a daunting task. However, due to the high
concentration of A/PI population in small
number of states, large level of data can be
obtained from concentrated efforts.

FigureGV

As Figure-IV indicates, two-thirds of the
A/PI population reside in five states and about
80% of thedA/PI  reside in ten states. Asian
and Pacific Islanders also reside in diverse
regions in the United States. Given this
diversity of geography along with concentration
of the population in only a small number of
states, a focused effort in several states can
yield large amount of useful and needed data.

Cumulative Total of States with Largest A/PI Pop.

L

60.0%

0.0% 1 I I I I

CA NY HI TX IL NJ W A VA FI MA

source: 1990 U.S.Census

The Extramural Research

To supplement the efforts of the Asian
American Health Forum to further advance the
knowledge of A/PI's health in other areas, AAHF
has awarded four grants to community- and
university-based researchers. These grants are
designed to further address five giroblems
mentioned above.

I. Sources of Bias in Health Statistics among
Elderly Chinese and Asian Indian Americans in
Flushing, New York by Zibin Guo. The objective
of this research is to:

1. Obtain full inventory of types of
health resources utilized,

2. Understand interaction between the
elderly and the modern health care
system,

3. Develop explanatory models of illness
and health maintenance,

4. Determine difference in answers for
culturally worded questions versus
standard questions.

This study alleviates the need for
dfsaggregated data, normalized ethnic research
tool, and 'ethnic sensitive research. The
research included key informant interviews and
focus groups to eater to the characteristic and
needs of the study population. Currently,
survey has been conducted and data are being
analyzed.

II. Preventative Health Practices of American
Samoans: Socio-Cultural Values Influencing
Patterns of Child Immunization by Gregory Loos.
This study is designed to:

1. Determine socio-cultural values that
influence health-related behavior.

2. Compare the socio-cultural values of
Samoans residing in American Samoa and
Hawai'i.

3. Develop a map of socio-cultural values
influencing preventive health practices.

This study addresses the need for ethnic
specific data, standardized research tool. The
survey instruments were developed after large
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number of interviews and surveys are being
conducted in both American Samoa and Hawai'i.

III. Assessing Health Status and health Risk
Behaviors in the Korean American community in
LOS Angeles County by Toshiaki Sasao. The
objective of the study is to:

1. Determine the feasibility of using
surname-based telephone survey versus
random digit dialing survey.

2. Conduct community-based, community
oriented survey.

This study is designed to meet the need for
disaggregated data, standardized research tool,
establishing baseline, community-oriented
research and testing different methodologies.
Extensive interviews and focus groups were
conducted, as well as, extensive media campaign
with public service announcements. Eighty
percent of those surveyed were aware of the
research. The completion rate was 88.6% with
refusal rate of less than seven percent.

IV. Maternal Characteristics, Newborn Growth
Parameter and Low Birth Weight in Asian and
Pacific Islander population in San Francisco by
Don Wong. This study aims to:

1. Develop growth parameter and
ethnically appropriate reference graph.

2. Determine factors that influence low
birth weight and growth parameters.

The study will obtain disaggregated data,
standardize research too1 and establish
baseline data. Data will be collected for next
few months. Thus far, information was
collected for 500 hundred Chinese and Southeast
Asians.

Conclusion

In response to rapidly increasing Asian
and Pacific Islander population, more data are
necessary. Few national surveys and databases
have been responsive to the change in
population and has expanded their capacity to
provide more useful information. The National
Health Interview Survey has disaggregated race
information for Asian Indian, Chinese,
Filipino, Guamanian, Hawaiian, Japanese,
Korean, Samoan and Vietnamese. Vital records
will also be disaggregated for states other
than California and Hawai'i. In the future, it
is hope that disaggregated data will be
available for National Hospital Discharge
Surveys, National Health and Nutrition
Examination Survey, and ’ National Medical
Expenditure Survey to provide information not
available in National Health Interview Survey
or vital statistics, such as morbidity and
health care financing information.

The health research in the Asian and
Pacific Islander population is just beginning
and has a long way to go. The theme of this
conference is "Refining the Measures." Without
overcoming the problems in health research for
Asian and Pacific Islanders and other minority
groups, this goal cannot be achieved.
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SOCIAL COGNITION AND RESPONSES TO HEALTH SURVEY QUESTIONS AMONG MINORITY
POPULATIONS: PRELIMINARY EVIDENCE

Timothy Johnson, University of Illinois
Diane O'Rourke,  Noel Chavez, Loretta Lacey, Seymour Sudman,

Richard Warnecke, John Horm

INTRODUCTION
Despite earlier assertions to the

contrary (Freeman, 1969; Welch, Comer, &
Steinman, 1973), most rqsearchers now
recognize the pitfalls of uncritically
applying "standard" survey research tech-
nology to studies of minority populations
(Aday, Chiu, 8 Anderson, 1980; Flaherty,
1987; Milburn, Gary, Booth, 61 Brown,
1991; Montero, 1977; Pareek & Rao, 1980).
In particular, it is now understood that
culturally mediated differences in cog-
nition and interpretation are likely
responsible for many of the systematic
differentials that have been observed in
cross-cultural surveys (Marin  & Marin,
1989; Rogler, 1989). Acknowledged for
years as a problem in achievement testing
(Flaugher, 1978), the uncritical adoption
of questionnaire measures developed by
and for representatives of the dominant
White middle class to surveys of minority
group members may misrepresent the
thoughts, feelings, and behaviors of
those individuals (Berry, 1969). This
phenomenon, referred to as "category
fallacy" (Kleinman, 1977), is a problem
in much of the health-related survey data
collected in this country and is usually
a consequence of the assumption that
certain concepts or constructs are uni-
versally applicable to various cultures
and contexts.

This problem can be alternately viewed
through the distinction in cross-cultural
psychology between "etic"  and "emit"  con-
structs (Triandis, '1972). Etic con-
structs are those assumed to be universal
in that they are equally understood
across multiple cultural groups. Emit
constructs are culture specific, in that
they have important meaning within a
single cultural group and are either
interpreted differently or completely
ignored by persons from other cultures.
When emit constructs are treated as if
they are etic, they are described as
psuedoetic, and result in the "category
fallacy." The widespread use of pseudo-
etic constructs in survey research is in
no small part responsible for the criti-
cisms this methodology has received in
the past (Cicourel, 1964). While it is
commonly accepted today that many survey
questions are likely emit, these items
nonetheless continue to be, used in a
pseudoetic manner.

Triandis (1972) has proposed a process
that may be used in the development of
survey instruments that emphasizes iden-
tification of survey items that are cul-
turally specific (emit) and universally
relevant (etic). This approach involves
examination of survey questions believed

to be etic, as well as other items
thought to be emit, in order to assess
and understand which aspects of the cul-
ture in question  are unique and which are
universal. Research by Triandis and
Marin (1983) has tested this model, con-
cluding that this "emit  + etic"  method-
dology is superior to the pseudoetic
approach commonly used as part of tradi-
tional survey methodology.

The research to be presented in this
paper applied cognitive survey method-
ology to the identification and evalu-
ation of etic and pseudoetic components
of health-related survey questions com-
monly asked in national surveys. Identi-
fication of pseudoetic questions and an
understanding of why they are evaluated
differently across cultures is a crucial
first step in addressing the issue of
cultural sensitivity and comparability in
the collection of health survey data.

Cognitive Aspects of Burvey Responses
It is now generally understood that

there are four steps in the survey re-
sponse process. (Tourangeau & Rasinski,
1988). The first step isquestion inter-
pretion. It is likely that cultural per-
ceptions moderate the meanings and inter-
pretations respondents assign to many of
even the most generic health survey ques-
tions. Questions dealing with various
disease names, medical procedures, and
health behaviors, for instance, may well
be subject to both linguistic and inter-
pretative differences.

The next step is retrieving either the
answer to the question or relevant infor-
mation that can be used to construct the
answer. There has been substantial work
reported recently about the effects of
different question wording .that act as
cues to improve retrieval (Schwarz &
Sudman, forthcoming). While some activi-
ties are typically recalled as individual
events, others are recalled as or through
schema or generalizations. The accuracy
of information obtained from schema de-
pends on the regularity of the behavior
(Menon, forthcoming).
influence response

Researchers may
accuracy by asking

questions that deliberately evoke or
discourage the use of schema. However,
because most of the research in this area
has been conducted with White popula-
tions, it is not clear whether results
can be generalized. There is currently
no evidence that information retrieval
strategies are used in consistent manners
cross-culturally.

The third step in the response pro-
cess, forming judgments based on data
retrieved from memory, is an important
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aspect of attitude formation and the
reporting of behavioral frequencies.
Some important research has been con-
ducted regarding cultural variations in
norms for responding to survey questions.
For example, it appears that there are
cross-cultural differences in the pro-
cesses used to map personal judgments
onto survey rating scales. Available
information suggests that both African-
American and Hispanic survey respondents
are more likely to qualify their answers
(Bachman & O'Malley, 1984; Hui &
Triandis, 1989). These findings have
been interpreted as being a consequence
of variations in perceptions of what
constitutes honesty, with some cultures
believing that extreme responses are more
honest (Marin & Marin, 1989). Other
research suggests that variations in
probabilistic thinking across cultures
may also influence response decisions
(Wright et al., 1978).

Finally, respondents edit responses if
they see certain answers as being more
socially desirable than others (Bradburn,
Sudman, & Associates, 1979). However,
because personal definitions of social
desirability are likely to be culturally
mediated, the extent of bias due to re-
sponse editing may be quite variable,
depending on the topic and cultural tol-
erance for the behavior (Groves, 1989;
Marin, Triandis, Betancourt, & Kashima,
1983). Several cultural factors, in-
cluding cultural scripts for interaction
(Triandis, Marin, Lisansky, & Betancourt,
1984) and ethnic affirmation (Yang &
Bond, 1980), may also influence the
editing of survey responses differently
across cultural groups. A substantial
literature also exists suggesting that
respondents may edit answers on a selec-
tive basis as a consequence of social or
cultural distance between respondent and
interviewer (Campbell, 1981; Hatchett &
Schuman, 1975-76; Weeks 61 Moore, 1981).

Cognitive Methods and Survey Research
It has only been in the last decade

that survey researchers have begun to use
the cognitive methods of psychologists in
an effort to improve the design of survey
questionnaires (Jobe  6r Mingay, 1991).
Cognitive methods are used to identify
sources of response error that are often
missed in field pretests and to gather
information about the possible reasons
for that error (see, for example,
Lessler, Tourangeau, & Salter, 1989).
Field testing alone is not adequate be-
cause, while respondents may answer a
question with seemingly little diffi-
culty, it often remains uncertain whether
they and the researcher share a common
understanding of the question or whether
they are in fact answering a different
question, unless clarification is speci-
fically requested. In order to identify
problems such as lack of comprehension
and differing interpretation and to

better understand issues such as informa-
tion retrieval and judgment formation,
respondents must be queried with "special
probes" (Oksenberg, Cannell,  t Kalton,
1991). These probes are designed to
identify the underlying thought processes
used by respondents when answering survey
questions. Procedures that incorporate
this approach into the traditional inter-
view process have been referred to using
a variety of terms. For simplicity, we
will refer to this process as "think-
alauds."

METHODOLOGY

Research Design
The work currently being undertaken by

our research team is concerned with eval-
uating the cognitive processes underlying
responses to health survey questions
among three minority groups found in the
Chicago metropolitan area: African-
Americans, Mexican-Americans, and Puerto
Ricans. The two largest Hispanic commu-
nities in Chicago were separately
-selected in recognition that although
there is a core culture common to all
Hispanics, there is also considerable
heterogeneity, due in part to differences
in migration experiences and accultur-
ation (Flaherty, 1987; Marin & Marin,
1989). A stratum of White, non-Hispanic
respondents is also being examined for
purposes of comparison. A total of 400
adults aged 18 through 50 (100 from each
of these four groups) will be asked to
participate in think-alouds as part of
this study. In recognition that some
psychological processes may also vary
across cultural groups by gender, age,
and educational achievement, respondents
within each of the four ethnic groups
will be further stratified by these char-
acteristics so their influence can also
be investigated. Interviewing for this
study is currently in progress and is
expected to be completed in early 1994.

This paper will present preliminary
data that were obtained from 30 pretest
think-alouds: 8 each with African-
American, Mexican-American and White
respondents, .and 6 with Puerto Rican
respondents. All interviewing was con-
ducted by our research team during late
April and May 1993. Interviews averaged
approximately one hour in length.

Instrument Development
A three-step process was used to de-

velop a survey instrument to address
these questions. Initially, a large pool
of health questions previously used in
national health surveys was selected for
consideration. A committee of six inves-
tigators next reviewed these items and
selected approximately 40 questions for
inclusion in the pretest instrument.
Items were selected with consideration
for producing variation in terms of sub-
stantive topics, question types (e.g.,
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opinion/attitude, behavior, knowledge),
and question formats, (e.g., open vs.
closed-ended, Likert scale vs. yes/no
response options, numerical recall).
During the third stage, sets of specific
probes were developed for use with each
of the health questions selected in stage
one. These probes each represented one
of the four phases of the question re-
sponse process described above (interpre-
tation, information retrieval, judgment
formation, or editing; examples are shown
in Figure 1). On average, two or three
probes were developed for each health
question, with the number per question
ranging from one to five.

PRELIMINARY FINDINGS
In reviewing the information presented

in this paper, it is important to recog-
nize that it is based upon the pretest
only and should therefore be considered
as illustrative of the method, rather
than as a set of findings. Although some
of the results are quantitative, formal
statistical tests of significance were
not conducted. The results are intended
to highlight each of the four stages of
the survey response process.

Question Interpretation
Our pretest data suggest evidence of

both etic and emit concepts among the
health questions examined. For example,
questions about sexual orientation may be
etic, as there was considerable agreement
across ethnic groups regarding defini-
tions of heterosexual, homosexual, and
bisexual. Only a small number of the
definitions reported were judged to be
incorrect (less than 8%). Most incorrect
definitions were provided by Puerto Rican
respondents. This suggests that while
there is considerable agreement across
all cultures regarding these concepts,
what confusion exists is concentrated
within a single group, leaving the issue
unresolved.

A question commonly asked as part of
the CES-D Scale (Radloff, 1977) appears
to be more emit: "During the past week,
how often have you felt that you could
not shake off the blues, even with help
from family or friends?" While large
proportions of African-American and White
respondents indicated a belief that most
people would have little difficulty un-
derstanding this question, persons of
Hispanic origin (both Mexican-American
and Puerto Rican) felt that people would
have difficulty with this concept.

White respondents as a group differed
from the three minority groups examined.
Whites were less likely to believe people
would have difficulty answering the ques-
tion, "Please tell me which of these you
think causes more cancer in the United
States: personal behaviors or factors you
have little control over?" Whites also
differed from the other ethnic groups in
the definitions they applied and the

terminology they used when answering
questions. When probed regarding this
question: "During the last year, did
anyone in'the family go to a dentist?"
White respondents included in their defi-
nition of "familyV people who did not
live with them. In contrast, majorities
within each of the three minority groups
included only household members in their
definition of "family.11  However, whether
this is an issue of interpretation or
reality is yet to be resolved, as these
responses may be a consequence of the
greater likelihood for extended families
to be living together within minority
households. This is an example of a
question that was developed by White
researchers with White respondents in
mind: It can be answered by all respon-
dents, even if they do not share the same
meaning. Additional questions have been
added to the main study questionnaire to
further examine this issue.

When shown a card and asked which term
they would apply to a common disease
(diabetes), almost all White respondents
endorsed the term "diabetes.lt Minority
respondents, in contrast, exhibited con-
siderable variability: Four different
terms for this disease (diabetes, sugar
diabetes, sugar, and high sugar) were
selected by the eight Mexican-American
respondents, and eight African-American
respondents endorsed three of these terms
(diabetes, sugar diabetes, and sugar).

Finally, African-American respondents
were unique in reporting that they felt
people would have difficulty understand-
ing the following question: "How much
control do you think you have over your
future health?" African-Americans were
also notable for indicating that they had
not previously developed an opinion about
this question. These findings are impor-
tant, as African-Americans' responses to
other questions suggest that they alone,
of the four groups examined, do not feel
they have much control over the likeli-
hood that they will develop diseases such
as cancer in the future. These responses
suggest that the,concept of control over
future health is one that African-
Americans may be less likely to consider
when responding to health questions.

Information Retrieval
Preliminary information suggests simi-

lar recall strategies may be employed
across the four ethnic groups. All fowr
groups were consistent in reporting use
of counting, or episodic, strategies for
remembering the numbers of sexual part-
ners they had in the previous five years.
There was a clear tendency, though, for
all persons reporting greater numbers of
partners to rely on schematic recall. Re-
spondents within each ethnic group also
reported using similar methods for esti-
mating other activities, such as the
number of times certain foods are con-
sumed and frequency of social inter-
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actions. In each instance, there was a
general preference for averaging experi-
ences over a number of weeks, rather than
thinking specifically about the most
recent week, in developing an answer.

On the other hand, while majorities of
African-American, Mexican-American, and
White respondents reported relying on a
counting strategy to retrieve information
regarding the number of medical visits
they had in the last year, most Puerto
Ricans interviewed indicated that they
had used some type of estimation strategy
to retrieve this information, suggesting
that there may also be some cultural
differences in the methods of recall used
for this item.

Judgment Formation
Several probes were used to examine

consistency in response mapping across
groups. One probe that we used was to
ask respondents to provide numeric values
for ordinal response categories. Re-
spondents were asked to report how many
days were represented by several of the
ordinal response options commonly used
with the CES-D Scale. With only a single
exception, the estimates provided by each
group of respondents were monotonic. On
average, the response option "most of the
time" was reported to represent 4.9 days
of the last week; 180ccasionally1t  repre-
sented 3.5 days; 'Ia little of the time"
represented 2.3 days; and "only rarely"
represented 1.3 days. These preliminary
findings suggest respondents are inter-
preting and using these various response
categories in a similar manner for these
items. Respondents performed a similar
exercise using the perceived health rat-
ing question, l'Would you say your health
is excellent, very good, good, fair, or
poor?11 Here, although there was consid-
erable agreement regarding numerical
ratings assigned to the scale endpoints
(llexcellentl' and 11poor88), some problems
with the middle categories were noted.
Most importantly, members of all three
minority groups tended to assign higher
numerical rating scores to the *8fair18
rating than to the r1good88  rating. Other
studies have identified the term "fairI
as representing a more positive rating
among respondents selecting it than its
placement in the set of response options
suggests researchers may have intended it
to have (Hougland, Johnson, & Wolf,
forthcoming).

Another probe focused on attitude
crystallization, or the likelihood that
various groups had previously thought
about or formed opinions regarding
health-related topics. African-Americans
were more likely to report having thought
about several questions relating to vari-
ous ways that one might contract the AIDS
virus. In contrast, African-Americans
were the only group of respondents to
report not already having an opinion
about personal llcontrol over future

health" prior to being asked the survey
question. This is likely related to the
finding reported above that African-
Americans felt this question would be one
that was difficult to understand, as
persons not familiar with a specific
concept would not be expected to have an
opinion regarding it.

Probes were also developed to assess
judgment certainty. No differences were
observed in the degree of confidence that
respondents expressed in their reports of
the number of different days they had
consumed alcohol during the last month.
Whites, however, were less certain than
the three minority groups regarding the
behavioral estimate of their lifetime use
of marijuana. Puerto Rican respondents
expressed less certainty regarding their
answers to a knowledge-based question
regarding the possibility of contracting
AIDS by sharing eating utensils with an
HIV-infected person.

Response Editing
The pretest also yielded considerable

information regarding possible respondent
editing of survey answers. There was
considerable agreement across ethnic
groups that questions regarding anal sex
practices would be perceived as embar-
rassing to most people. There was also a
consensus across these groups that most
people would underreport their lifetime
use of marijuana. Some cultural differ-
ences were noted, however, as persons of
Hispanic origin were much more likely to
indicate a belief that questions regard-
ing the seeking of help for personal or
emotional problems would be embarrassing.

There was also evidence of selective
response editing depending on the match
between respondent and interviewer eth-
nicity. A majority of African-Americans
felt that respondents would not be com-
fortable talking to an interviewer from
another ethnic group regarding alcohol
consumption (e.g., number of drinks con-
sumed per day), whereas White and Hispan-
ic respondents felt this would not be a
problem. When discussing marijuana use,
however, African-American and Hispanic
(both Mexican-American and Puerto Rican)
respondents felt that revealing this
information to interviewers of a differ-
ent ethnicity would produce discomfort.
Virtually all White respondents continued
to report that they would be comfortable
in this situation. Similar findings were
observed when discussing sexual practices
(e.g., anal sex) and sexual orientation.

DISCUSSION
These preliminary findings have iden-

tified several examples of both etic and
emit concepts among the health survey
questions examined. Because the ques-
tions included in this study were mostly
drawn from prior national health surveys,
it would appear that those concepts iden-
tified as emit have been previously used
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in a pseudoetic manner. Clearly, addi-
tional research will be necessary to
assess the scope of this problem.

An important limitation of the find-
ings reported here, of course, is the
fact that they are based on fewer than 10
think-alouds with representatives of each
ethnic group being examined. By the end
of this project, we plan to have com-
pleted cognitive interviews with approxi-
mately 400 individuals, permitting an
analysis of cultural differences that
will enable us to control.for  the poten-
tially confounding effects of gender,
age, and educational attainment. We will
also be able to assess and control for
the effects of acculturation, migration
status, and social desirability on re-
sponses.

This research demonstrates the consid-
erable potential of applying the methods
of cognitive psychology to the identifi-
cation and improved understanding of
cultural differences in the perception of
and response to traditional health survey
questions. This understanding, we be-
lieve, is a critical step in the design
of health surveys that are recognized as
valid across cultures.
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FIGURE 1
Examples of Think-Aloud Probes

Question Interpretation
A. QUESTION INTERPRETATION - "Please tell
me in your own wordswhat you think this
question is asking about."

B. RESPONSE INTERPRETATION - "What does
[SELECTED RESPONSE] mean to you?"

C. INTERPRETATIVE DIFFICULTY - "DO you
feel this is a question that people would
or would not have difficulty
understanding?"

Information Retrieval
D. RECALL STRATEGY I - "HOW did you
remember the number of times you did
this?"

E. RECALL STRATEGY II - "In recalling
this information, did You think
specifically about the most recent week,
did you average together experiences
you've had over a number of weeks, or did
you think about it in some other way?"

F. RECALL ORDER - 'IDid you answer this
question by first thinking about visits
that happened most recently, about visits
that happened at the beginning of the
year, or by just thinking about visits in
whatever order you could remember them?"

Judgment Formation
G. RESPONSE MAPPING - "On a scale of 0 to
18, with 0 being the worst possible
health and 10 being the best possible
health, what number best represents
(SELECTED RESPONSE) to you?"

H. JUDGMENT CERTAINTY - "How much
confidence do you have in the accuracy of
your answer to that question?"

I. ATTITUDE CRYSTALLIZATION - "Is this
something you had already made up your
mind about before we asked this
question?"

Response Editing
J. EDIT FOR EMBARRASSMENT - "Do you feel
this is a question that people would or
would not be embarrassed to answer?"

K. EDIT FOR SOCIAL DESIRABILITY - "DO you
feel that people might purposely say they
used marijuana more times, fewer times,
or would they try to answer accurately?"

L. INTERVIEWER ETHNICITY EFFECT - "DO you
feel that this is a question that
African-American respondents would be
comfortable or uncomfortable talking
about with a non-African-American survey
interviewer?"

362



HEALTH STATUS AND ACCESS TO CARE AHONQ RURAL MINORITIES:
WHAT DO WE KNOW?

Keith Mueller
Nebraska Center for Rural Health Research

Suzanne Ortega
Ahuva Askenazi
Kashinath Patil
Keith Parker

Minority populations are routinely
considered separately when health:
statistics are reported. There are many
reasons for doing so, among the more
obvious being that the prevalence of
adverse health conditions varies between
races and ethnic groups for reasons
related to the characteristics of those
populations (e.g., prevalence of sickle
cell anemia) and the conditions in which
they typically live (e.g., lead paint
poisoning among Black children because of
poor housing conditions). There are also
differences in access to medical are
services across racial and ethnic groups;
differences associated with economic
conditions, availability of medical care
providers in the area, and cultural
barriers between providers and citizens.
Unique problems of health status and
access to services, then, justify separate
attent,ion to minority populations in
formulating the nation's health objectives
for the year 2000 (USDHHS 1990: 596-604).
For the same reasons, the research
community should pay particular attention
to the problems of minority populations.

The problems faced by minority
populations are compounded in rural areas
for two reasons. First, health care
resources are in short supply in rural
areas, which places all rural residents at
a comparative disadvantage for access to
care. This is particularly a problem in
more remote rural areas, the very places
most likely to be populated by minorities
such as migrant farm workers, and Native
Americans. Second, in many regions of the
U.S. minorities are small percentages of
the persons living in rural areas. This
fact results in any special needs they may
have being ignored, both by policy makers
focused on state-wide. or region-wide
problems, and by researchers investigating
rural problems by designing projects based
on regions and aggregate populations.

This paper will provide an overview
of the health care and access problems of
minorities in rural areas in the U.S., as
reported in the scholarly and applied
literatures. Each of four principal
minority groups will be considered--Native
Americans, Afro-Americans, Hispanic
Americans, and Asian Americans. Within
each group special problems related to
particular categories of diseases will be
considered, as will special problems in
accessing health care services. The

location Of the research reported will be
noted, demonstrating that there is less
known about rural minorities in certain
regions, such as the West North Central
U.S. Census Region (Kansas, Missouri,
Nebraska, Iowa, North Dakota, South
Dakota, and Minnesota). Special
consideration is given to the various
methodologies used in previous research.

GENERAL BACKGROUND

Rural populations in the U.S. include
the same minority groups found in the
general population, e.g., African
Americans, Native Americans, Black and
Caucasian Hispanics, and Asian and Pacific
Islanders. However, the concentrations of
those groups will vary depending on the
region of the country. For example,
African Americans are more likely to be
found in the rural South than other
regions, and Hispanics in the rural
Southwest and migrant farmer stream.
Studies of the interaction of minorities
with the health care delivery system can
be challenging in the regions where
particular minority groups may not
represent a large percent of the total
population, but where they nevertheless
face serious problems related to health
conditions, financial access to medical
care, and geographic access to services.

In one region, the West North Central
Census Region, the most prevalent rural
(defined as non-metropolitan statistical
area) minorities are Native American,
Hispanic, and Asian. In Missouri and
Iowa, there are substantial numbers of
African Americans in rUra1  counties. All
of these minority residents of rural areas
tend to be concentrated in certain
counties, where they may represent as much
as 15 percent of the total population.
Table 1 shows the numbers of each of fOUr
minority groups in the seven West North
Central states, and the percent of the
total population they represent.
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Table 1
Minority Populations

Total
Rural

1,737,782

State

M O
%

L4 1,561,583

KS 1,162,828

M N 1,422,295

NE 822,317

ND 517,460

SD 440,859

Total 7,665,924

White Black AmInd Asian Hisp

1,656,027 56,019 6,990 6,712 12,034
95.8 3.2 .4 .4 .7

1,527,577 8,576 2,786 9,539 13,105
98.3 .55 .2 .6 .8

1,068,932 30,325 9,897 10,190 43,484
93.4 2.65 .9 2.2 3.8

1,379,355 2,480 20,907 6,936 12,617
97.5 .2 1.5 .5 .9

792,861 1,707 7,982 2,607 17,160
97.6 .2 .98 .3 2.1

483,688 2,770 24,237 2,748 4,017
93.9 .5 4.7 .5 .8

389,001
88.7

7,297,441
95.9

1,453
.3

103,330
1.4

46,371
10.6

970
.2

39,702
.5

3,064
.7

119,970
1.6

105,481
1.4

Source: U. S. Census, 1990

A review of the data available
through the 1988 National Health Interview
Survey shows the most frequently mentioned
health problems for rural minorities in
the West North Central Census Region, as
reported in Table 2. As can be seen in
those data, the types of conditions of
most concern vary across the different
groups. These different prevalences  imply
different efforts in targeting services,
and different expectations for
researchers.

Table 2
Most Frequently MentionedHealth  Problems

RuralMinoritiesintbeMidwest

Problem
Impairment

American
Indian Asian Black
14.8% 36.4% 28.1%

I-lisp.
16.7%

Digestive 15.9 27.3 9.4 16.8

Respiratory 23.9 0 18.8 16.6

Skin&Musculi 10.2 9.1 6.3 16.4

Circulatory 11.4 9.1 28.1 16.3

Source: National Health Interview Survey, 1988
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More detailed information about the
needs of rural minorities is available
from the comprehensive review of
literature that follows in this paper. As
will be evident, a great deal remains to
be learned about the particular problems
of minority residents in rural counties.
We can gain .further knowledge by asking
different questions in large surveys using
weighted samples. However, the best
promise for improved knowledge and
application is in increasing the volume of
work being completed by researchers and
state and local health officials.

METHODS

The first step in this comprehensive
review of studies related to the health of
rural minorities was to search relevant
data bases and collect abstracts for those
articles identified by using certain key
words in the search. The second step was
to review all abstracts in order to
determine which articles are relevant to
the objectives of this study. Those
articles have been acquired and retained
for further analysis. Additional research
studies, appearing in reports and other
documents not published as journal
manuscripts or books, have also been
acquired. Information was also requested
of state offices of rural health, centers
for minority health research. Very little
actual information was received from
sources other than published literature,
hence only published articles are used in
this summary.

Most of the articles included in this
analysis were found using one of five data
bases:

l Medline: The bibliographic data base of
the National Library of Medicine.

l Sociofile: A cumulative index to English
language periodicals, particularly in
the fields of anthropology, area
studies, community health and medical
care, economics, geography, gerontology,
international relations, law and
criminology, minority studies, planning
and public administration, police
science and corrections, social work and
public welfare, sociology, urban studies
and related subjects.

b ERIC: A bibliographic data base covering
the journals and technical literature in
the field of education.

l Grateful Med: Access to the computer
files of the National Library of
Medicine which contains approximately 12
million records covering its holdings of
books, journal articles and more.

. PsychLit: A,comprehensive  resource for
information in psychology and the
behavioral sciences.

Each literature search yielded
abstracts of articles, over 660 were
collected in all. Each abstract was read
by each one of the four
investigators

faculty
involved in this effort

(Mueller, Patil, Parker, and Ortega).
Each investigator indicated one of three
preferences related to retaining the
abstract in a data base and obtaining the
manuscript: yes, no, perhaps. If any one
investigator indicated a yes preference
the manuscript was obtained. If two or
more indicated a preference of perhaps and
the others no, the manuscript was
obtained. For all other combinations
(principally all no) the abstract was not
retained for further consideration. This
process yielded 158 manuscripts for this
analysis.

All manuscripts have been read by
research assistants working on the project
(Askenazi) and coded to display
information concerning the group or groups
investigated, the methodology employed,
the sample size for empirical studies, the
state or states in which the research was
completed, the community selection process
(random or non random), the health
conditions investigated, and other
comments. The coding has been verified
through a random check completed by one of
the investigators. The categorization of
the 158 articles forms the basis of this
paper.

FINDINGS

Due to more than one group being
considered in some articles, the counts
for each group used below will sum to 185.
The articles address a variety of issues
and use varying methods, as discussed
below.

Health Care Issues Addressed

Native Americans. There are 59
articles investigating issues among rural
Americans in the data. The most common
type of articles were those addressing
utilization of, and access to medical
services--l2 articles did so. These
studies examined utilization in the
context either of general patterns or
utilization for specific conditions, such
as access after an injury. Two categories
of medical conditions are studied most
frequently--mental health and substance
abuse. The 10 articles dealing with
mental , health focused on depression,
stress, and suicide. The 11 articles,
researching substance (alcohol, tobacco
and illegal drugs) abuse focused.on  drug
use and prevention. Other topics
addressed by less than 6 articles each
included: accidental injuries and death,
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AIDS and AIDS knowledge, cancer, and birth
and prenatal care. While most research
was not focused on any particular age
cohort, 14 were focused only on youth or
teen health, while only 1 focused
exclusively pn the elderly.

African. Americans. Seventy-one
articles focusing on African Americans
were retained. As was the case for Native
American research, the single most common
focus for research is health care
utilization and access broadly defined--26
articles dealt with this subject matter.
No other characterization of the research
concerning rural African Americans
accounts for more than 10 articles.
Unlike Native American research though,
cancer is a more common focus--l0 articles
on cancer status and conditions and 3 on
pap smears for women. As might be
expected, another difference is attention
to hypertension and cardiovascular
ailments-- 8 articles. Drug use appears
again as an important category--9
articles. The age focus is different for
this population; 8 studies focused on the
elderly and 14 on youths. Mental health
was once again a topic of interest, but
for only 6 of the articles. Other topics
that were the focus of fewer than 5
studies include AIDS knowledge and risk,
and infant mortality.

Hispanics. Forty-eight articles on
the health of rural Latin0 or Hispanic
Americans were retained. As was the case
with other populations, the most common
categorization of these articles is a
focus on utilization and access to care--
22 studies did so. Substance abuse and
mental health emerge as importanttopics--
8 and 6 studies, respectively. A variety
of topics accounted for less than 5
studies each, some of them different from
studies of other groups: cancer,
hypertension or cardiovascular illness,
eating or nutr.itional  disorders, and oral
health.

Asian and Paaific Islanders. The
literature searches yielded only 7
articles focused on rural populations from
this minority group. No topic was covered
in more than one article, and the seven
were: AIDS knowledge among teens, drug use
among youth, dental utilization,
fertilization, naso-pharynx cancer,
maternal risks, health status, and
Hepatitis B during pregnancy.

Reaional Bias

The data base created from the 158
articles includes information about the
site at which the research was conducted.
Some of the studies used national surveys,
so for them there was no particular
regional focus. Prior to the literature
search the expectation was that there

would be very little research focused on
rural minorities in regions containing
small number of rural minorities. More
specifically, the West North Central
Region is not expected to be included in
very many of the studies.

Among the studies of Native
Americans, most (23) were conducted in the
Navajo nation, in the southwest
(particularly New Mexico and Arizona).

.Another  14 were based on national surveys,
and 3 were completed in Alaska. Only 5
studies specifically included populations
from the West North Central region, and
one of those is a three-state study
including Arizona and Idaho.

Among studies of African Americans,
25 used national samples. Most of the
others were, as one would expect, studies
of African Americans in the South--4
ttsouthern't  samples, 6 from Georgia, 14
from the Carolinas, 3 from Florida, 3 from
Alabama, 2 from Tennessee, and 2 from
Mississippi. Only one study was in a West
North Central state--Missouri, which has
the highest number of rural African
Americans among the seven states in the
region.

None of the studies of Hispanics of
Asian and Pacific Islanders were conducted
principally in states in the West North
Central Census Region. Two studies of
migrant farm workers included persons who
migrate through the region, particularly
in Nebraska. However, most studies of the
health of rural Hispanics, as one would
expect, are focused in Southwestern
states. Several studies of Hispanics use
the Hispanic Health and Nutrition Study as
a national sample. Three of the seven
studies of Asian and Pacific Islanders
also use national samples, and two focus
on populations in California.

Methodoloaies

The purpose of this paper is to
assess the current state-of-the-art
research concerning the health of rural
minorities. Thus far, the assessment has
been based on quantity--number of articles
published about various groups, health
conditions, and regions of the country.
The final consideration is one of quality,
loosely considered. This is accomplished
by summarizing the methods used by the
studies, assuming multivariate research
with large sample sizes is an ideal
standard.

The largest samples sizes, and often
the most sophisticated research methods,
were found in studies using large national
studies. For example, national surveys of
Native Americans included samples of up to
800,000. Multivariate analysis was in 15
of the 59 articles focused on Native
Americans, 29 of the 71 articles focused
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on African Americans, 14 of the 48
Hispanics, and 2 of the 7 on Asian and
Pacific Islanders. The combination of
descriptive studies and literature reviews
characterized many of the articles in this
data base: 26 of the Native American
articles, 24 of the African American, 21
of the Hispanic, and 3 of the Asian and
Pacific Islander.

CONCLUSION

This paper has reported on the
results of an extensive search of
literature reporting studies of health
care among rural minorities in the U.S.
After four scholars read through over 660
abstracts, 158 articles were obtained for
use in this analysis. This total reflects
a cup that is half full or half empty.
The number of articles was somewhat higher
than expected, given that they had to be
researched-oriented, not descriptions of
programs or editorial opinions. On the
other hand, the number is low since less
than half approach a level of
sophistication that would permit
discriminating among various factors
affecting minority health and access to
care.

Why be concerned about rural
minorities as a distinct subject for
research, versus the health of minorities
more generally? The interaction of
natural cultural variables and the special
conditions of health services in rural
areas may pose particular problems for
rural minorities. The populations
themselves may differ from their urban
counterparts, particularly among such
groups as migrant workers and reservation
residents. Rural minorities may face
special problems because they must use the
same health care system as others, with
the exceptions of migrant health clinics
and Indian Health Services facilities.
There may no be providers for whom
minorities are a large percentage of their
practices, as is the case for some inner
city providers. Certain areas face
comparative disadvantages
minority providers.

recruiting

Why be concerned that any particular
census region is understudied, as is the
West North Central? The interaction of
environmental variables and health care
problems may vary by region, affecting
such conditions as cancer. Minorities in
one census region may be engaged in
different daily activities, such as meat
processing or working with particular
pesticides, that affects their health
differently than counterparts in another
region. Minorities may also face peculiar
problems accessing the health care system
when they are a tiny fraction of the total
population being served.

In light of these concerns, a great
deal of work remains before we can
appreciat'e fully the health care problems
of minorities in rural areas. Future
studies should build on previous work by
improvingmethodologicalapproaches and by
gaining more information from different
regions of the country. Continued use of
national surveys is also recommended.
Those surveys need to be informed, though,
by the findings of regional studies in
order to ask the questions of greatest
interest in a manner likely to yield the
most relevant information.
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IMPROVING HEALTH STATISTICS AMONG AMERICAN INDIANS
BY DATA LINEAGES WITH TRIBAL ENROLLMENT REGISTRIES

Jonathan R. Sugar-man, Portland Area Indian Health Service;
Martha Holliday; Kerri Lopes; Doni Wilder

Approximately 1.9 million people
reported their race to be American Indian or
Alaska Native in the 1990 Census. These
persons include members of over 500 federally-
recognized tribes which are widely dispersed
across the United States and characterized by
substantial cultural, social, and biological
heterogeneity. The diversity of these
nations is an important part of American
culture. This diversity, however, presents a
number of challenges to public health
statistics. In this paper, we will discuss
two of these challenges, and will describe a
specific method which can be brought to bear
in meeting them.

Several papers in this volume address
issues in health statistics germane to
minority populations in the U.S. Although
there is some overlap of issues related to
public health statistics regarding other
special populations, a number of features
distinguish American Indian populations from
other minority groups in the U.S. Many of the
most important of these features stem from the
special political relationship which exists
between Indian tribes and the Federal
government. Indian tribes are self-governing,
sovereign nations located within the U.S.
which have a government-to-government
relationship with the Federal government.
This relationship has been repeatedly
acknowledged in treaties, federal law, and by
executive order. Among the responsibilities
of the Federal government is an obligation to
provide health services to American Indian
people. In Public Law 94-431, the 1992
Amendments to the Indian Health Care
Improvement Act, Congress reiterated the
Federal obligation to "provide . . . health
services which will permit the health status
of Indians to be -raised to the highest
possible level, and to encourage the maximum
participation of Indians in the planning and
management of those services."

Much of the disparity in health status
among racial and ethnic minorities in the U.S.
is widely coneidered to be associated with
socioeconomic status rather than with
biological characteristics
associated with race,

presumably
or cultural practices

and beliefs associated with ethnicity (1,2).
Indeed, it is
consistent

frequently argued that
and scientifically valid

definitions of race have not been applied in
public health surveillance systems (3).
However, in addition to the biological and
cultural determinants of race and ethnicitv.
however defined, there is political
dimension to American Indian rate which has
profound importance with regard to the
collection and interpretation of statistics
describing the health of American Indians.
Even if, for instance, differences in health
status among American Indians compared to
other groups are attributable to differences
in social class and socioeconomic status
rather than to determinants of race and
ethnicity, there will continue to be strong
political justifications for reporting public
health statistics specifically for American
Indians because of the Federal responsibility
to deliver health services and evaluate health
care among this population.

The Indian Health Service (IHS), an agency
of the Public Health Service, is the lead Federal
agency charged with addressing the health needs
of American Indians and Alaska Natives. IHS
regularly prepares report0 and analyses
describing the health status of American Indian
based on vital records and on patient care
provided or reimbursed by IHS (4,5). IHS reports
data for aggregations of states comprising IHS
Areas. rather than for individual states or
reservations. These annual reports are focused
primarily on Indian people served by the IHS.
Thenatalitvandmortalitvstatistics arederived
from tapes preparedbyNationa1  Center for Health
Statistics (NCHS), which originate with each
state.

At least two features of dataderived from
the vital records systems maintained by states
and the NCHS pose difficulties in the
description of Indian health status. The first
issue is that misclassification of American
Indian race can have a profound effect on the
estimation of morbidity andmortalityrates among
Indian people, almost always resulting in
underestimation of rates. The second issue is
that few data systems include information about
tribal affiliation, andmanytribes are intensely
interested in obtaining tribal-specific health
data.

RacialMisclassification  of American Indiansin
Vital Records and Morbidity Registries:

Every rate consists of a numerator and a
denominator, anditis axiomaticthatnumerators
and denominators must be appropriately matched in
order for rates to reflect accurately the
experience of the population. In the case of
mortality rates for American Indians, the
denominator usually consists of census estimates
of the Indian population. The numerator consists
of deaths coded as American Indian on death
certificates. In the case of the census, racial
identification is self-selected by the
respondent. On death certificates, race is
recorded by an observer (such as a funeral
director) who may not attempt to verify racial or
ethnic identity. There is reason to believe that
somepersonswhoareidentifiedas Indianduring
their lifetimes are listed as non-Indianon death
certificates.

,

For the years 1983-1985, among infants
classified on birth certificates as American
Indian (accordingtothe algorithm in use at the
time), about 36.6% of infants who died within
the first year of life were classified as another
race on the death certificate. Using a
consistent definition of infant race at birth and
death (i.e., mother's race) resulted in an infant
mortality rate for AI 46.9% higher than that
calculated using standard methods (6).

Similarly, 36.4% of personswhowerereportedas
American Indian in Current Population Surveys
conducted by the Bureau of the Census and who
werematchedtodeathcertificates for1979-1985
usina the National Death Index were listed as
non-indianondeathcertificatesintheNationa1
Longitudinal Mortality Survey. The authors
concluded that national mortality rates among
American Indians are underestimated by 22 - 30%
(7).
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Similar findings have been described in
morbidity registries, particularly in the
Pacific Northwest. For instance, almost 40%
of IHS-registered Indian5 in a Surveillance,
Epidemiology, and End Results (SEER) tumor
registry in Western Washington were listed in
the registry as non-Indian (8). End-stage
renal disease rates amona Indians in
Waehington, Oregon, and _ Idaho were
underestimated by 15 - 20% in a database of
dialysis patient5 in these three states (9).
In a statewide injury surveillance system in
Oregon, 35% of persons in the registry who
were American Indian accordingto IHS records
were listed as white (10).

In its annual statistical reports, IHS
excludes data for the Portland Area (which
includes Washington, Oregon, and Idaho), from
California, and from Oklahoma in presenting
national mortality data for American Indians
because of a presumption that rates of racial
misclassification on death certificates in
these states are high (5). To the extent that
resources for health service8 are ,at least
partially allocated on the basis of mortality
data, racial misclassification presents a
dilemma for policy makers in appropriately
directing these resources.

Lack of Tribal-Specific Data:

The second challenge which emerges from
a etudy,of public health data systems is the
relative inability to derive tribal specific
data from most data sets. National data
describing Indian health obscure some
extremely important inter-tribal variations.
For instance, mortality from lung cancer among
American Indians in the United States is, in
aggregate, similar to that among the general
population. However, mortality rates from lung
cancer among American Indian women vary
greatly among geographic regions served by the
IHS. In some areas, such as Alaska and the
Northern Plains, the lung cancer mortality
rate is more than double that for the U.S.
(11). In parts of the Southwest, lung cancer
mortality rates among Indian women are lees
than one-sixth those for the U.S.

Even within regions, there is
substantial variability of disease prevalence
for some conditions. Diabetes is more common
among American Indians than among the general
population. Although the prevalence of
non-insulin-dependent diabetes mellitus among
American Indians in Washington, Oregon, and
Idaho is three times greater than that for the
all races U.S. population, there are
significant differences within and among
cultural groups consisting of related tribes.
(12) (Although no classification system is
ideal, anthropologists have deecribed  cultural
groups as groupings of tribes or band5 that
shared significant traditional, religious, and
language trait5 prior to European contact. In
the Northwest, there are three dietinct
cultural groups: Coastal, Great Baein,  and
Plateau.)In  a study of diagnosed diabetee
which included ten reservations in the
Northwest, the prevalence of diabetes on
tribal reservations from the Great Basin
cultural group was 3.6 time5 that for the U.S.
Among the nearby Northwest Coast reservations,
diabetes prevalence was only 1.9 times that
for the U.S. Within the Plateau cultural
group, the prevalence of diabetes among the
Nez Perce Tribe was twice that among the
c01vi110 Tribe. Therefore, diabetes
prevalence data aggregated by state or region
in the Pacific Northwest would fail to
illuminate important differences among tribes
in the region. With the notable exception of

New Mexico, state vital records system8 rarely
include tribal identifiers (13).

There are significant implications to the
absenceof tribal-specificdata. Healthcareis
delivered to American Indian8 in the Pacific
Northwest in a variety of setting8 operated by
many agencies. Sovereign tribes have health
department8 and ambulatory care clinics for the
purpose
services

of planning and providing health
. Under the provisions of Public Law

93-638, tribes can contract with the Federal
governmenttodeliver services currently provided
by the IHS. However, some tribes have been
reluctant to exercise this option because of
their inability to obtain accurate data
describing the health status of their members.
From a resource allocation standpoint, the lack
of tribal specific data confounds decisions
regarding the targeting of services to address
specific health problems among particularly high
risk groups.

Linking Tribal Enrollment Registries with Health
Data Setst

In ordertoaddress theproblemsof racial
misclassification of American Indians in vital
record8 andmorbidity registries, and to obtain
tribal specific health data, the Northwest
Portland Area Indian Health Board (NPAIHB) and
the Portland Area IHS are collaborating on a
study to linktribalenrollment registries with
otherdatasyetems.  The findingsdescribedbelow
are based on the first nine months of a three-
year collaborative agreementbetweentheNCHS  and
the NPAIHB. The NPAIHB is a non-profit tribal
advisory board which represents the forty
federally-recognized tribes in Oregon,
Washington, and Idaho to address health care
needs and concern5 of American Indian8 in the
region.

Indian tribes define their membership
accordingto standards set by eachtribe. These
standards, for instance, may include a specific
*blood quantum", or proportion of tribal
heritage, necessary to qualify for membership.
Tribal rolls are maintained by each tribe, and
essentially serve as enumeration of a defined
population.

The approach taken in the study is
conceptually straightforward-- to link tribal
enrollment registries with vital record8 and
disease registriesmaintainedbystates andother
entities in order to correct for inconsistent
classificationinhealthdata  sets andtoobtain
tribal specific data. Previous approaches to
similar data linkage8 have relied on the IHS
vatient  reaistration file. which onlv includes
persons eligible for IHS services  wh; actively
register for health services. While the
population of persons registered with IH8 has
relevance, in terms of the deliverv of health
services, the number of Ameriian Indians
registered with IHS is only about half the number
of person8 who identified themselves to be
American Indian in the 1990 census. Tribal
enrollment  registries define specific populations
based on tribal membership, rather than on
persons who have registered to receive health
services.

For the purposes of this research project,
enrollment registries forparticipatingtribee in
Washington, Oregon, and Idaho are being
consolidated into a single electronic database
includingpereonalidentifiere (suchasnameand
birth date) which can be used for record
linkages. In some cases, existing computerized
databases are converted into a standard file
format. In others, project staff keypunch data
from manually-maintaitied registries into a
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computerized database. (For tribes whose
database is not currently computerized, an
Epi-Info file with the registry database is
returned to the tribe along with the software
and documentation for the database). Various
computer andmanual record linkage techniques,
including computer-aeeieted
matching,

probabilistic
can be conducted ueing the tribal

database. Information regarding tribal-
specific morbidity and mortality rates are
provided to tribal government0 with
appropriate attention to individual
confidentiality.

The implementation of the approach
requires eubstantial  time, resources, and
pereietence. Release of the tribal enrollment
regietriee  must be approved by each tribe's
governing body-- the tribal council. Based on
previous experience, many tribes are cautioue
about participating in research projects.
Tribal council0 have carefully ecrutinized
issues of confidentiality and data ownerehip,
and have required that no data which can be
used to identify a tribe be releaaed without
prior approval from the council.

To date, 11 of the forty federally-
recognized Northwesttribee have passed formal
reeolutione agreeing to participate in the
research project, and over 9,000 names for
eight trlbee have been entered into a n
electronic database. Two pilot studies have
demonstrated the feasibility of conducting
data linkage0 on a small scale.

Rerults  of Pilot  Studieaa

Two tribes located in Washington State
have maintained a registry of deceaeed tribal
member0 along with their tribal rolls. A
search was conducted ueing Russell Soundex
code6 to screen for potential matches among
Washington etate death certificates. Matches
were verified using identifying data on tribal
rolls and death certificates. Racial coding
and underlying cause of death were recorded.

The distribution of underlying oauae of
death based on the most recent 95 deaths for
2 tribes ie shown in the slide. As shown in
Figure 1, a much higher proportion of deaths
among Indians in these comnunitiee are
associated with injuries than Fe the caee with
the all race8 population for the state.
Approximately. 15% of deceased tribal member0
were coded as non-Indian on death
certificatee.

The second pilot study is intended to
provide information for tribal health services
plannera. Inthe current climate of health care
reform, information about the utilization of
health service0 in a population is crucial for
communities or organiz.atione considering
participation in capitatedplana. Administrative
data bases maintained by the Health Care
Financing Agency (HCFA) whichincludeexpenditure
anddiagnosisdata forMedicarebeneficiarie8do
not currently maintain a separate code
identifyingAmerican  Indianbeneficiaries. (The
racial codes are white, black, andother.) Tribal
groups wishing to contract for the delivery of
health care to their population0 have been
concerned that a low proportion of potential
Medicarebeneficiaries areenrolledinPart  Bof
Medicare, although population-based data to
supportthis assumptionhavenotbeenavailable.
Because Borne tribes intending to assume
responsibility for the administration of health
care for theirmembers are consideringpurchasing
Part6 coverage eligibletribalmemberswhohave
not already enrolled, documentation of the
current level of enrollmentoftribalmembersi~
important.

In collaboration with the Division of
Health Standards andQuality, Region 10, HCFAwe
conducted a linkage etudytoidentify  thenumber
of AI beneficiaries in a small tribe in a
northwest  state, and to assess Medicare
expenditures for these beneficiaries. Using a
complex set of steps, 13 of the 18 persons
listed by the tribe as being 65 years of age or
older were definitively linked with the national
Medicare beneficiary Enrollment Database. Four
additional persons were linked. Twelve of the 17
persons (71)% werelisted as "other race" inthe
Hedicare  files. Among the five persons who were
listedaswhite, 4wereatleast5/8 Indianblood
guantum(percentIndianheritage), andthe fifth
was l/2 blood quantum. When the list of
beneficiarieswas linkedtothepayment file for
MedicarePart A (hospital) expenditure0 for 1991,
diagnostic and expenditure data for the cohort
were identified. Linkage with a subset of the
national HCFA denominator file including
enrollee8 recorded as residing in the Northwest
state during 1991 was used to determine the
proportion of beneficiaries enrolled inPart  B.
Although the small size of the study precludes
any generalisable conclusion0 regarding the
specific characteristic0 of American Indian
Medicarebeneficiaries, the succeseofthepilot
study suggests that useful information may be
obtained by linkages conducted on a larger scale.

Pigure 1: Leadingcausasof  death,memhersoftwoIndiantrihes(n=95),
comparad  to all races (11=113,499),  Washington (percent)

Heart disaase

Unintaatlonol  Injuries

Mnllgnant  neoplosms

Cenbrovasc.  disease

Homicide

Pneumonia/influenza

31 CYL &la for 1989.1991; Mbe A data for 1988.1991;  lklbc B data for 1973.1991
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Limitations:

There are both practical and conceptual
limitations to this method. From a conceptual
standpoint, these studies are limited by the
fact that all persons who identify themselves
as American Indian are not included in tribal
rolls. Specifically, many American Indian
residents of Northwest states are members of
tribes indigenous to other states (14).
Therefore, registered tribal members may not
be representative of all American Indians in
the regions. In addition, the small
populations in many of the tribes are
problematic for analysts because of unstable
morbidity and mortality rates.

The practical limitations are
substantial. The process of collecting tribal
rolls is extremely resource intensive.
Obtaining tribal approval to conduct the study
has often required several on-site vieite.
Even after approval hae been obtained,
compiling a computerized database  from manual
registries and from a plethora of proprietary
computer software packages  has proven to be a
difficult exercise. Reaching agreements to
assure all parties that confidentiality
concerns will be appropriately addressed can
be time-consuming.

Although this project is still in ite
initial phase, it has already demonstrated
that the data linkage approach is feaeible,
and that a method can be developed to meet the
needs of Northweet tribes to obtain tribal-
specific data. Direct measurement of the rate
of racial mieclaseification amona deceased
tribal members in Northwest state; hae been
achieved for several tribes. Tribal-specific
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ESTIMATING THE POPULATION OF RURAL COMMUNITIES BY AGE AND GENDER:
A CASE STUDY OF THE LOCAL EXPERT PROCEDURE

David A. Swanson, University of Arkansas
John F. Carlson,  Linda K. Roe, and Christopher A. Williams

ABSTRACT

This paper examines the suitability of a
survey-based procedure for estimating population
in small, rural areas. The procedure is a
variation of the Housing Unit Method. It employs
the use of local experts enlisted to provide
information about the demographic characteristics
of households randomly selected from residential
unit sample frames developed from utility records.
The procedure is nonintrusive and less costly than
traditional survey data collection efforts.
Because the procedure is based on random sampling,
confidence intervals can be constructed around the
population estimated by the technique. The
results of a case study are provided in which the
total population, and its age and gender
distribution, is estimated for three
unincorporated communities in rural, southern
Nevada and tested for accuracy against 1990 census
data.

INTRODUCTION

This paper describes the methods used in the
development of a demographic data base established
in support of the Yucca Mountain Site
Characterization Project Radiological Monitoring
Program (RadWP)l. These data are required in the
analysis of the RadMP  study area. Presented in
this paper are the results of an evaluation of
the accuracy of the "Local Expert Procedure," a
variation of the housing unit method (HUM)  for
estimating the age and gender distribution of
populations in small rural communities.

The Local Expert Procedure. combines
analytical techniques that have largely been
developed in isolation from one another. These
procedures are: (1) the HUM of population
estimation: (2) random sampling; and (3) key
informant ethnography (local experts).=  These
procedures, in combination with one another, may
lead to a very powerful means of obtaining the
population size and household composition
information which are required for most impact
assessment projects. Since the Local Expert
Procedure relies primarily on people (the local
experts) and administrative records that are
available for any geographic area, it can in
principle be applied to any small, rural area for
the development of population estimates.

One of the best sources available for
determining the number of households in place at a
given point in time is the administrative record
system of public utilities.3 Rives and Serow
suggest this approach, as part of the HUM, to
obtain information on housing types and location
by relating each residential structure to an
electric meter.

The HUM has been found by the U.S. Bureau of
the Censu_s_to  be used by 89 percent of state and
local agencieqresponsible  for the development of
population estimates under the auspices of the

Federal/State Cooperative Program for population
estimates.' The principal advantage of the RUM
for estimating the population of small, rural
areas is that the researcher can accurately code
the location and type of housing for all current
residences within the study area. Once the total
numbers for each housing type in a given community
have been established, it is then possible to
compute the sample sizes necessary to obtain
representative information for eaah housing type,
and to employ a random sampling technique for the
selection of households to be included in each
sample.

The practice of employing *key informants"
in ooxununity  studies has also been found to be a
useful data-collection technique-particularly in
areas experiencing rapid demographic and
sociocultural change. PoggieS found that when the
questions asked in the field are "noncontroversial
concrete," and about "directly observable public
phenomena," key informants have been shown to be a
nhighly reliable and precise" dource  of
information (p.29). The informant method is
generally acknowledged as ‘reliance on a small
number of knowledgeable participants, who observe
and articulate social relationships for the
researcher."6

The analysis presented in this paper is a
follow-up to an earlier study2  in which the Local
Expert Procedure was found to produce accurate
estimates of the total household population. In
this paper, the accuracy of the Local Expert
Procedure is examined for producing estimates of
the gender and age composition of household
population.

STUDY AREA

This research is part of a comprehensive
program to assess the socioeconomic
characteristics of communities located near Yucca
Mountain, the site currently being evaluated for
the nation's first geological repository for spent
nuclear fuel and high level radioactive waste.
During 1909, a Socioeconomic Plan for the Yucca
Mountain Project7 was developed to ensure that
adverse socioeconomic impacts that may result in
Southern Nevada from the scientific investigations
program are avoided or minimized to the maximum
extent practicable. The data collected from this
study are required to monitor the communities
nearest Yucca Mountain for any changes in the size
or composition of the population that may occur as
the scientific investigations continue.

The communities included in this study-
Beatty, Amargosa Valley, and Pahrump-are located
in southern Nye County, Nevada. Each conaunity  is
distinct, both geographically and
demographica1ly.e For example, the bulk of
Beatty's  1,600 peoples is contained within a one
square mile area. By contrast, Amargosa Valley is
a community of nearly 900 peoples scattered over
500 square miles.10 Pahrump has the largest
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population of the three communities with over
7,400 residents9 living in a 280 square mile
area.10 Differences in age COmpOSitiOn  al.50

exist. According to the 1990 census, nearly a
quarter of Pahrump's population (21.5%) is 65
years of age and older.9 BY contrast, only 6.3
percent of Beatty's population and 10.2 percent of
Amargosa Valley's residents fall into this age
category.9 Pahrump is the only one of three
communities believed to have experienced
significant growth since 1990. From 1990 to 1992,
Pahrump experienced an increased of 702
households.11 Using the standard nonlinear method
for calculating average annual rates of change and
the 1990 household count of 3,555, the increase of
households in Pahrump represents a 9.5 percent
average annual rate of change. Beatty, on the
other hand, experienced an increase of only 85
households-a 5.5 percent average annual rate of
change. Amargosa Valley showed an increase of
only 2 occupied units (0.3 percent average annual
rate of change) during the same period.10

METHODOLOGY

The sample selection and data collection
techniques employed in this research were designed
to ensure the development of a demographic data
base which accurately represents each community.
During a preliminary phase of the research,
several trips were made to the study area to
develop a familiarity with the communities. Visits
with community leaders and representatives of
local businesses resulted in a network of contacts
which later facilitated the collection of data.
Field notes were taken during each of the trips
describing the general layout of the communities,
including the types and locations of business and
residential areas. Four types of structures were
identified and operationally defined, including
mobile homes, permanent single family homes,
multiple family structures, and travel trailers.
Group quarters were not included in this study.

The next phase of the study involved mapping
and coding the location and type of structures for
all current residential electrical connections in
each community. Using computer-generated plots,
representatives from the electric company
servicing southern Eye County identified the
location and type of all households for the study
area. Whenever questions arose regarding the
location, type of housing, or the number of
households serviced by a single meter, the
location was visited to verify this information.
This mapping process is part of the larger study.
However, it is not a required feature of the local
expert procedure.

A random selection of households, based on
the coding system that identified each element by
location and housing type, was drawn separately
for each community. Sample sizes were based on
the total number of households in the community.
The formula used to calculate each sample assumed
a 5% margin of error, an alpha level of .05, and a
dichotomous variable with an estimated proportion
of 0.5. This, of course, is a conservative
strategy that accepts the "cost" of a sample size
that is likely to be larger than required for the
precision we desire. Once the sample size was

determined, an additional 15% was added to allow
for the possibility of having to exclude
households from the sample for which data is
unknown.

Finally, local experts were chosen from each
community based on their experience in community
activities and their familiarity with local
residents. Each individual was interviewed and
asked to complete a questionnaire which was
designed to assess his or her qualifications.2

During the actual data collection process,
the local experts were instructed not to identify
households by name to ensure the anonymity of
community members, although from the utility
record the local experts know the householder's
name under which the sampled unit's account was
maintained. For each household, local experts
were asked to record, or to communicate to the
researcher, the total number of persons residing
in the household as of July 15, 1990, the age
category and gender of each household member, and
the retirement status of persons fifty years and
older. Eight age categories were used. The first
_two distinguished pre-school (O-4) from school
aged (5-18) children. The next three accounted for
persons normally considered to be in the work
force. These categories include the age 19-29,
30-39, and 40-49. Retirement status was added as
a variable for each of the last three categories
50-59, 60-64, and 65 and over.

Data were collected on a form that listed
and identified the sample households by an
attribute number (designated according to location
on a map), the electrical meter number assigned to
the unit, and the type of housing. All
structures, including those identified as "burned
down" or otherwise destroyed, unoccupied, or
"removed from the pad" were considered as part of
the final sample. Structures identified as "not a
residence" or structures for which data were
unknown were not included in the final sample.
More detailed information on this part of the
local expert procedure is found elsewhere.2

DATA ANALYSIS

The data collected for this study represent
the population residing in each of the communities
on July 15, 1990. This date makes it feasible to
compare the study results with the data collected
during the 1990 census.2 The data representing
the age and gender distribution for each household
were compiled from the original data-collection
forms. Data for age were then collapsed into four
categories: O-18 (pre-school and school age), 19-
39 (labor force and primary child bearing years),
40-64 years (labor force and preretirement), and
65 and over (retirement) years. These age groups
are comparable to the age groupings reported in
the 1990 census data.

The primary goal in the evaluation was to
construct confidence intervals for each of the
study variables. The procedure used to compute
the confidence intervals is illustrated below.
Age is used as an example.
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First, the arithmetic mean and standard
error were computed for a given age category

Second, once the standard error was
computed, lower and upper confidence intervals
were estimated using the following formulas:

upper limit =(N).(x+(t,_z,a/2).(s.e.))

lower limit -(N).(x-(t,_2,a/2).(s.e.))

where : N - total households in the
community

x - mean number per sampled
household for the age
category

s.e. - standard error
tn-2 - (a/2) 100th percentile of

the t distribution, with
(n-2) degrees of freedom

FINDINGS

Table 1 provides a review of the results
from the previous study2 which found the Local
Expert Procedure capable of providing accurate
estimates of the total household population.
Included in the table are: the total number of
households in each community, the estimated
persons per household (PPH), (generated from the
sample data), the standard error of the estimated
PPH, the estimated total household population, the
1990 Census, and the confidence intervals for the
total household population estimates. These data
show that the population counted in the 1990
census for all three communities fit within the 95
percent confidence intervals generated around the
estimates.

Table 2 shows the estimated average number
of males per household by community and the
confidence interval for each of the estimates.
These estimates are compared with the census data9
in terms of the number of males in the total
household population. The data show that in both
Amargosa Valley and Pahrump the census count for
males is within the confidence intervals. In
Beatty, the census count is slightly higher (6
males) than the high end of the confidence
interval.

The computed confidence limits of the
estimates by age category are presented in Table 3
for each community. The actual 1990 census count
is indicated to the right of the confidence
limits. Overall, the figures show that the
estimates are more accurate for the lower age
groups than the higher age groups. The census
counts for Amargosa Valley and Beatty, the two
smallest communities, are within the confidence
intervals for the two lowest age groups (O-18 and
19-39). In the highest age group{65  and over) the
estimates for both communities are too low for the
census count to fall within the confidence
intervals. In Pahrump, the confidence interval
for the highest age group (65 and over) is also
too low to include the census count, and too high

for the age group 40-64.
and Beatty,

Unlike Amargosa Valley
the census count for the lowest age

group (S-19) in Pahrump does not fall within the
confide&e intervals. the only instance where the
census count falls within the confidence interval
in Pahrump is for age group 19-39.

SUMMAW AND DISCUSSION OF THE FINDINGS

Table 4 provides a summary of the findings
along with the number of local experts used in
each community and the size of the community.
When compared to the total population and number
of local experts, the findings point to a number
of factors which could potentially influence the
accuracy of the Local Expert Procedure for
estimating age and gender.

The first factor presumed to have affected
the accuracy of the estimates in this study is
the size of the local expert "team" relative to
the size of the community. In the smallest
communities, where more than one local expert was
employed (Amargosa Valley and Beatty), the
estimates were generally more accurate than the
estimates generated for Pahrump, where only one
local expert was ultimately used. The highest
number of local experts (4) was employed in Beatty
which generated accurate age estimates for three
of the four age categories. The estimated number
of males in Beatty was also very close to the
census which reported six more males than the
upper limit of the confidence interval. In
Amargosa Valley, data collected from two local
experts produced accurate estimates for two of the
four age groups and for the distribution of males.
In Pahrump, only one age group (19-39) and the
distribution of males were estimated accurately.
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LOCAL EXPERT PROCEDURE

TABLE 1.
Sample Characteristics and Results of the Accuracy Test For The Estimated Total
Population.

1990 Confidence
Census

HouseholdsPetIsEPoDulationm LQH _tligh

Amargosa Valley 326 2.58 0.11 841 853 111 911
Beatty 672 2.43 0.10 1,633 1,623 1,501 1,765
Pnhrunm 1.224 2.21 o.ns 7.190 1.424 6.810 1 . 5 6 9

Table 2.
Estimated Number of Males by Comaunity, the 95% Confidence Intervals for the
Estimates, and 1990 Census Counts of Males.

1990 1990
Male Census

HouseholdsmSEMalesW LQar nigh

I Amargosa Beatty Valley 326 672 1.23 1.32 0.05 0.06 430 821 914 436 756 389 415 908

TABLE 3
Estimated Population by Age and Community, the 95% Confidence Intervals for the
Estimates, and 1990 Census Counts by Age.

Confidence
Interval
af 1990

Age Census
Lparn4hCQmL

O-18 198 324 261
19-39 171 255 245
40-64 293 378 252
65+ 17 53 89

Confidence
Interval
pf Estimate

367 571
601 162
360 512
18 13

Confidence
Intervals

1990 o f  1 9 9 0
Census Census

LavrHi&CQulk

424 789 1,409 1,663
609 1,277 1,811 1,571
487 3,690 4,190 2,597
103 459 812 1.593

TABLE 4
Summary Results of the 1990 Age and Male (Gender) Estimates and Number of Local
Experts by Community

AGE GROUP M A L E S
(Census count is (Census count is SIZE OF THE

within 95% within 95% COMMUNITY NUMBER OF
confidence interval confidence interval (1990 Census LOCAL
of the estimate\ of the estw EXPERTSm

hmargoaa  O-18 Yes
Valley 19-39 Yes Yes 853 2

40-64 No
65t No

Beatty O-18 Yes
19-39 Yes Yes 1,623 4
40-64 Yes
65t No

Pahrump O-18 No
19-39 Yes Yes 1,424 1
40-64 No
65+ No
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Research on decision-making in groups indicates
that accuracy increases when there is variance in
the information held by group members and ALL
information is shared and processed.ls  This iS
believed to reflect the experience of the local
expert group in Beatty. There appeared to be less
variance in information held by the two local
experts in the Amargosa Valley, although they
shared their information openly.

A second factor that could explain why the
estimates are generally more.accurate  in Beatty is
that compared to Amargosa Valley and Pahrump,
Beatty appears to be a more "tightly knit"
community. Since the community is small in land
area and households are closer together, the
opportunity for residents to interact is greater.
This factor is presumed to influence extent and
nature of each local expert's knowledge of
households in the community. It fits within a
long tradition of sociological research and theory
regarding social intergration.12

The presence of identifiers associated with
preschool and school-age children appears to have
been an important factor in estimating the number
of persons in the household O-4 and 5-18 years of
age. In all three communities, the estimates of
the age distribution show a pattern of greater
accuracy in the lower age categories. The absence
of a strong identifier to differentiate the number
of persons 65 years of age and older from those
40-64 may account for the fact that the census
counts for the oldest age fall outside of the
confidence intervals.

At this point, "judgment" was used by the
local experts to develop the demographic
characteristics of each sampled household.
Research indicates that the development of “rule-
basedn  procedures may improve accuracy.14 In this
regard, follow-up work with the local experts used
in this study would be useful. Accuracy may also
improve if the subjective level of uncertainty
that the local experts have is better understood,
particularly in regard to estimating the age of
those who are 65 and over. Research has shown
that "desirability" increases positively with
uncertainty.15 Since there was a tendency to
underestimate the age of those 65 and over and at
the same time overestimate those aged 40-64, it
may be that social values concerning aging may be
leading to the underestimation of the age of
those in the initial years of retirement age since
"youthfulness" is more socially desirable than
"agedness."

The results of this study suggest that the
extension of the Local Expert Procedure to the
estimation of population composition (age, gender)
holds promise. With a careful selection of local
experts and good knowledge of the community in
question, accurate, cost effective estimates are
possible that are not based on intrusive data-
collection techniques. The results also show
that, at least for certain age groups, accurate
estimates are more difficult for rapidly growing
communities. Further analysis of the factors that
are believed to affect the accuracy of the
estimates is suggested. In this regard,
ethnographic research may be particularly salient
as well as the development of "rule-based"

procedures. The experience of working with range
O f "local expert# group sizes, coupled with
research on the accuracy of group decision-
making, suggests that local experts be recruited
with an eye toward maintaining nvariance.W That
is, assembling a group in which each member has a
high level of community knowledge, but in which
their individual knowledge is based on different
community experiences and overlaps only partially
with that of others in the group. Once such a
group is assembled, the research by Sniezekla
suggests that the members receive training in the
open sharing and processing of information as well
is in the "rules)"  developed for decision-makings4
once a workable set of rules is created. It may
even be the case that these extensions would lead
to the accurate application of the local expert
procedure to larger communities. For example, an
exhaustive and mutually exclusive neighborhood by
neighborhood application could lead to accurate
estimates for a large city.

We conclude by noting that low costs and a
nonexistent response burden are inherent features
of the Local Expert Procedure. Coupled with its
ability to produce accurate estimates as well as
measures of estimation uncertainty, these features
make the Local Expert Procedure particularly
attractive.
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INTERCENSAL ESTIMATES 08 TBE POPULATION 08 STATES AND
COUNTIES by AGE, SEX, RACE, AND HISPANIC ORIGIN: 1980 TO 1989

Sam T. Davis, U.S. Bureau of the Census

INTRODUCTION

After appropriate data from the 1990
Census became available, the Population
Division at the Bureau of the Census
produced intercensal estimates for
several levels of geography and,
depending on that level, by different
age, sex, race and Bispanic  origin
detail. Generally, these estimates were
for July 1 of each year from 1981
through 1989. (We did make some
estimates for July 1, 1980, but the
controls were not the same as for the
estimates we discuss below.)

Terminology

Before proceeding, it is necessary to
define exactly what we mean here by
nintercensaln. It appears from the
title of this session that intercensal
refers to any estimates prepared between
two censuses, whether both censuses have
occurred or not. Estimates made for
1991 or 1992, for example, could be
called intercensal because they are
between the 1990 and 2000 censuses.
This usage is not uncommon, but leads to
some confusion when this usage is
mingled with the stricter usage, which
is the one employed for this
presentation, where we will use
intercensal to refer only to estimates
which are produced using the results
from two censuses. In this case the two
censuses would be those for 1980 and
1990. The intercensal characteristic
thus is due to methodology rather than
location of the date for which the
estimates are made. Estimates made
after a census, using data only from
that census are called "postcensal'
estimates. Since there are no results
yet from the 2000 census, any estimates
we make for 1991, 1992, etc., are by
necessity postcensal. Estimates for
years during the 1980's can be
postcensal or intercensal, depending on
the type of methodology we use to make
them.

GEOGRAPBY

In making intercensal estimates for the
19809, we produced estimates on the
National, State, and County levels. At
the National level, we made intercensal
estimates for single years of age, Sex,
Race (4 groups - White, Black, American
Indian and Alaska Native (AIAN), and
Asian and Pacific Islander (API)), and
Hispanic origin. The State estimates
were produced for Single years of age

and sex. County estimates were created
by 5-year age group, sex, and 3 race
groups (White, Black, Other Races,
including AIAN and API). As a side
product of these county estimates, we
also made State estimates by Age, Sex,
Race and Hispanic  origin, along with
some special products which will be
discussed later.

SPONSORSHIP AND PREVIOUS BSTIMATES

These estimates were produced at the
request of both the National Cancer
Institute and the National Center for
Health Statistics. The two agencies
requested different sets of estimates,
but due to their similar nature were
combine into one overall project.
Several other government agencies have
used these numbers, as well as national
private organizations and state and
local agencies.

The first county estimates by age, sex,
and race were produced during the 1970s
and we have continued, with changes in
methodology through the middle of the
1980s. we did not continue postcensal
estimates through the later years of the
19809, which leads to the following
discussion of the different types of
intercensal estimates.

"TRADITIONAL" INTERCBNSAL ESTIMATES

*Traditional" intercensal estimates are
obtained using postcensal estimates
carried through to the next census date
(in our case April 1, 1990) and the
actual Census data. The postcensal
estimates rely only on the 1980 census
and the various measures between the
1980 census base and the estimates date.
When this procedure is carried through
to the April 1, 1990 estimate date, the
numbers obtained by the postcensal
procedure are different from those given
by the April 1, 1990 Census. The main
question of how to make the intercensal
estimates lies in how to distribute that
difference to each of the intercensal
years so that the revised, intercensal
estimates arrive at the April 1, 1990
Census figures rather than the
postcensal numbers. There are several
ways of carrying out this allocation of
the differences, six of which are
presented in a memorandum written in the
early 1980s by Prithwis Das Gupta of the
Population Division's Population
Analysis Staff. The differences among
the methods is in how to distribute the
discrepancy between the postcensal
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estimates and census counts. The
simplest method would allocate an equal
proportion of the discrepancy to each
year. Another method depends on the
sire of the estimate, another puts more
of the difference to years later in the
decade, and other methods use various
combinations of these and other
criteria. The method we chose is
referred to as "Number 6" and was so
chosen by examining trial results
obtained using the various methods, this
method showed the quality of preserving
much of the pattern of change through
the decade given by the postcensal
estimates. This was chosen over another
similar method which was arithmetic
rather than geometric as is method
number 6. The geometric version tends
to dampen extreme fluctuations. The
formula for this procedure is

Pt = Qt(PlO/QlO)t/lO

where
t = time (in years) elapsed since

April 1, 1980
Pt 3 Population Estimate at time t
Qt = Postcensal Estimate at time t
PlO= April 1, 1990 Census Count
QlO= April 1, 1990 Postcensal

Estimate

We used this procedure to obtain all the
estimates at the national, state and
county levels for which we had April 1,
1990 postcensal estimates. This
included national estimates by age,
sex, race, and Hispanic origin, State
estimates by Age and Sex, and County
total estimates. Par estimates which we
wanted but for which we did not have
1990 postcensals, including the county
age, sex, race estimates, we had to use
a different technique.

"SPECIAL" INTERCRNSALS

County Estimates

Bearing in mind we already had
traditional county total intercensal
estimates, we needed to obtain
consistent intercensal estimates by age,
sex, and race. While considering other
techniques, we decided to employ one of
the simplest, which was to use linear
interpolation on the 1980 and 1990 age,
sex, and race proportions of each county
to obtain an age, sex, race structure
for each county for each intercensal
year. We then applied these
interpolated proportions to the county
totals.
Through several raking procedures, we
controlled these numbers both to the
intercensal state age-sex totals and to
the national age, sex, race, totals.

The basic assumption of this procedure
is that the age, sex, race structure of
a county change in a linear fashion
between 1980 and 1990, but the total
numbers for all age, race, sex cells
rose and fell as the county total did,
and that each age and sex cell
fluctuated consistent with its State
total. In addition, we are assuming
that all counties were affected by the
overall national change in age, sex, and
race structure. Unfortunately, other
than anecdotal, single county cases,
there are no real data available that we
could use to test these assumptions.
One alternate procedure we developed,
discussed, but did not use for lack of
any solid basis, was one based on the
assumption that change in age structure
is related to the change in total county
population. If, therefore, a county had
a tremendous increase between, say, 1984
and 1985, an equally large change in the
age, sex, race structure would take
place, yet still within the 1980-90
limits. This has an intuitive appeal,
and we may possibly implement it in the
future. Its effect, however, would be
limited to counties with erratic changes
in total population and substantial
changes in age, race, sex, structure.

State Estimates

For states we wanted more race detail
and a split for Hispanic origin, which
we did not obtain for counties. To
obtain what we wanted, we started by
aggregating our county numbers to the
state level. Next we carried out an
interpolation similar to the one we did
for county age, sex, race proportions,
but for a different set of proportions.
We interpolated the proportions we
needed to split the state age, race, sex
totals into the desired detail. These
were then the proportion of other races
that were American Indian/Alaska Native
(AIAN) and Asian and Pacific Islander
(API), and the proportion Hispanic
origin/non-liispanic origin for all four
race groups. We then applied these
proportions to the appropriate state
aggregates, and then carried out
controls to state age-sex totals and
national age-sex-race-Hispanic origin
totals.

Special Areas Estimates

The NCHS needed estimates for 3 substate
areas in the same detail as the state
estimates we were providing them. These
areas were defined by NCES and closely
approximated but were not identical to
the metropolitan areas of Los Angeles
and San Francisco in California and
Seattle in Washington. Fortunately,
they were the aggregates of a selection
of whole counties. To obtain these
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estimates,, we proceeded much as we did
for the states, but we did this not for
just the counties in the estimate areas;
but for all the counties in California
and Washington. This was in order to
be able to control our county numbers to
the state totals we had obtained for the
desired age, sex, race and Hispanic
Origin detail.

PRODUCTS AWD AVAILABILITY

The file containing all 10 years of
intercensal county estimates is
available on a reel of tape from our
Population Information Staff in the
Population Division, (3011 763-5002. We
also distributed state extracts of the
county files to member agencies of our
Federal State Cooperative Program for
Population Estimates. The state numbers
are available on floppy disk also from
our Population Information Staff.
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PREPARING POPULATION ESTIMATES FOR THE POST-1990 PERIOD:
THE COMBINATION OF DATA FROM VARIOUS SOURCES

Signe Wetrogan, U.S. Bureau of the Census

(Not available for publication)
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COMPARING TWO METHODS OF SURVEYING SPARSE MINORITY POPULATIONS

Jay S. Buechner, Rhode Island Department of Health
Josefina Reynes, Jana EI Hesser )

Introduction. In Healthv People
>
Disease Prevention Objectives (I),
Objective 22.5 in the priority area
Surveillance and Data Systems states:

"Implement in all States periodic
analysis and publication of data
needed to measure progress toward
objectives for at least 10 of the
priority areas of the national
health objectives."

Sub-objective 22.5a poses the additional
requirement of:

"Periodic analysis and
publication of State progress
toward the national objectives
for each racial or ethnic group
that makes up at least 10 percent
of the State population."

Data from the 1990 United States
Census reveal that a majority of states
had no minority groups meeting the 10
percent cutoff of Objective 22.5a. The
10 percent criterion excludes many
states with numerically significant
minority populations. For example, only
19 states and the District of Columbia
have a Black population which comprises
10 percent or more of the total
population. California, with a Black
population of 2 million, the second
largest black population in the U.S., is
excluded. Likewise, only 8 states have
a Hispanic population comprising 10
percent or more of the total population.
States like Illinois with a Hispanic
population of nearly one million are
excluded. Only one state has an Asian
and Pacific Islander population that
exceeds the cutoff, and no state has a
Native American population comprising 10
percent of its population.

Rhode Island is typical of most
states by having a number of numerically
significant minority populations which
comprise less than 10 percent of the
total population. No single minority
group in Rhode Island is as large as 5
percent of the total population, and the
White, non-Hispanic population comprises
89.3 percent of the total (Table 1).
However, the size of the state's
minority populations has grown rapidly
in recent years, especially its Asian
and Pacific Islander and Hispanic
populations (Table 2). Census data
indicate that the rates of increase for
these two groups from 1980 to 1990 were
higher in Rhode Island than in any other

Table 1. Percentage Distribution of Population by Race
and Ethnicity, Rhode Island, 1990

Race and Ethnicity

White, not Hispanic
White Hispanic*
Black
Native American
Asian and Pacific islander
Other, not Hispanic

Percentage

8 9 . 3

:*:
0:4

A::

*Includes Hispanic persons of “Other” races.

Table 2. Percentage Increase in Population, by Race and
Ethnicitv, Rhode Island, 1980-l 990

Race and Ethnicity

:z:
Native American
$;tey and Pacific Islander

Percentage
Increase

2

:1
2 4 6

9 0

Hispanic* 1 3 2
Not Hispanic 3

*Persons of Hispanic ethnicity may be of any race.

s t a t e  ( 2 ) . The dramatic increase in
these groups is due primarily to the
arrival of recent migrants from South
East Asia and Latin and Middle America.
The linguistic, cultural, social, and
economic barriers these groups must
overcome as they adjust to their new
environment pose significant health
risks for them, and limit their access
to health care. Data on the health
status, health risk behaviors, health
care utilization, and access to health
care for these high-risk minority groups
is very limited. However, the need for
such data is critical if Year 2000
Objectives are to be met for these and
other minorities in Rhode Island and the
nation.

Collecting health related information
on populations that comprise a small
proportion of a total population poses
certain problems, and these vary
depending on the nature of the data
source. Ascertainment and comparability
are significant problems for sources
such as vital records and hospital
discharge data that provide complete
coverage of events in a population.
Such problems are especially acute when



two or more databases are to be used
together in rate studies or data linkage
projects. For these databases, the
problems associated with small numbers
of cases can be addressed most readily
by increasing the time span included in
analysis.

When data are collected on a sample
basis, such as in health-related
surveys, the small proportion of
minority residents in a population
translates into very small sample sizes
and associated confidence intervals
which are too wide to support meaningful
analysis for these groups. The problems
of small sample size can be overcome
during a survey of the general
population by oversampling minority
residents in numbers large enough to
allow separate analysis of the minority
data. Another approach is to conduct
independent surveys of minority groups.
This paper discusses the relative merits
of these two approaches for collecting
survey samples of minority populations.
Both have been tried in recent years in
Rhode Island.

The Rhode Island Department of Health
conducts two health surveys of samples
of the general population on a regular
basis. The Rhode Island Health Interview
Survey (HIS) is performed every five
years, and the Behavioral Risk Factor
Survey (BRFS) is performed continuously
on monthly samples. In 1990, the
standard sampling methods used in the
two surveys yielded proportions of
minority respondents that were lower
than the minority proportions in the
Census, with no group having enough
respondents for reliable analysis (Table
3).

Table 3. Respondents to General Health Surveys, by
Race and Ethnicity, Rhode Island, 1990

Race and Ethnicity

White, not Hispanic
White Hispanic
Black
All Other
Missing

Number of Respondents

HIS BRFS

91.3 92.5

Z:Y Z
1.6

A:: 0.4

6223 1805

HIS = Health Interview Survey; BRFS = Behavioral Risk
Factor Survey

Two approaches were adopted to
address this problem. For the 1990 HIS,
the sampling method was altered so that
two minority groups, Blacks and
Hispanics, were oversampled relative to
other residents. When analysis of the
entire population was performed, the
differential sampling was adjusted for

by assigning different weights to
respondents in the oversampled groups.
In order to augment the BRFS, a one-time
independent survey was conducted only
with Black and Hispanic respondents.
This survey, called the Minority
Lifestyle Survey (MLS), collected
information only on members of the two
targeted minority groups living in
census tracts with large numbers of
minority residents.

The relative merits of these two
survey methods and data were assessed by
addressing the following questions:

(1) How representative are the
samples of their underlying
populations?

(2) How different is the information
produced by the two methods for those
questions asked on both surveys?

(3) What are the comparative costs
and benefits of the two survey
designs?

Methods. The Rhode Island Health
Interview Survey is a general health
interview survey. Households are
sampled and information collected on all
household members, including children,
from one knowledgeable respondent.
During the most recent iteration of the
survey, covering November 1990 through
April 1991 (designated the "19901'  HIS),
interviewing was performed by telephone
under contract to a professional survey
research company. Sampling was
performed by random-digit dialing under
a stratification system that targeted a
minimum of 100 responding households in
each of 21 sub-areas of the state.
Oversampling of Black and Hispanic
households was performed by random-digit
dialing within telephone exchanges that
had yielded relatively high proportions
(7.5% or greater) of minority residents
in previous surveys, and by screening
for race and ethnicity on contact. The
survey included measures of health
status, health risk behavior, health
care utilization, and access to health
care. The survey collected information
on a total of 2,588 households comprised
of 6,536 persons, including 104
households with 313 persons obtained
through the Black and Hispanic
oversample.

The Minority Lifestyle Survey (MLS)
was a one-time telephone survey
conducted from August 1991 through
February 1992. The MLS collected
information from a sample of Black and
Hispanic adults on health risk behaviors
corresponding to those included on the
BRFS. The survey was conducted under
contract to a different survey research
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organization than the one used for the
HIS. The contractor purchased a sample
of residential telephone numbers for the
eleven census tracts in the state with
the largest numbers of Black and/or
Hispanic residents, all located in two
urban areas in the state. One adult per
household was interviewed, selected
according to a randomization protocol
and screened for Black or Hispanic race
and/or ethnicity. The survey collected
information on 840 Black and Hispanic
adults.

Demographic items from the two
surveys were*compared  to 1990 Census
data for Rhode Island to determine how
well each sample represented its
underlying population. Comparisons were
made separately for Black and Hispanic
respondents, ages 18 and older.
(Because of the manner in which summary
Census data are aggregated, Black
Hispanics were included in both groups
for these comparisons.) The HIS sample
was compared to statewide data from the
Census, while the MLS sample was
compared to Census data aggregated over
the eleven census tracts covered by the
survey. The following measures were
compared: (1) mean age in years; (2)
percentage male; (3) percentage married
(not available by race and ethnicity at
the census tract level); (4) percentage
with any college education; (5)
percentage employed; and (6) percentage
in households with incomes below the
federal poverty level.

The two survey samples were compared
with each other using the demographic
measures listed above (excluding
percentage married), and eight health
risk measures collected in both surveys.
The risk measures included: (1) current
cigarette smoking [smoked at least 100
cigarettes in lifetime and currently
smoking]; (2) moderate or heavy alcohol
consumption [averaged one or more drinks
per day during the past two weeks]; (3)
not using auto safety belts [use safety
belts only sometimes, seldom or never);
(4) obesity [for males, having a body-
mass index of 27.8 or greater (25.8
under age 20); for females having a
body-mass index of 27.3 (25.7 under age
20)]; (5) high blood pressure [diagnosed
by a physician or nurse]; (6) high serum
cholesterol [diagnosed by a physician or
nurse]; (7) no mammogram [none in the
past two years, for women ages 40 and
older]; and (8) no Pap test [none in the
past two years, for women ages 18 and
older].

Statistical significance was
determined using the standard normal
distribution to test differences of
proportions and Student's t to test
differences of means.

Results. Some important differences
between the two surveys should be noted.
The numbers of Black and Hispanic
residents included in the Health
Interview Survey and the Minority
Lifestyle Survey are similar, but the
Health Interview Survey obtained
information on multiple household
members through a single respondent
while the MLS obtained information only
on the selected adult respondent (Table
4). The Health Interview Survey sample

Table 4. Number of Respondents to Health SurveVS of
Minority Populations, by Race and Ethnicitv.
Rhode island, 1990-l 992

Race and Ethnicitv

Black, not Hispanic
Black Hispanic
White Hispanic

HIS MLS
HH lndiv lndiv

121 331 370

A: 3::
16

454

Total 232 710 840

HIS = Health Interview Survey; MLS = Minority LifeStVle
Survey; HH = household; lndiv = individual

was designed to be representative of the
Black and Hispanic populations
statewide, whereas the MLS sample was
drawn from census tracts containing
approximately one-third of the state's
Black and Hispanic populations.

Representativeness of samples.
Comparison of demographic
characteristics of the HIS Black and
Hispanic samples with the underlying
Census populations, for those ages l.8
and.older, suggests that the samples
were biased in several respects (Table
5). The Black sample included a
significantly smaller number of males
and a larger number of married persons
than were expected. The Hispanic sample
included a smaller number of males, of
persons with any college education, and
of employed persons than were expected.
The difference in the proportion of
employed persons was particularly large.

Comparison of demographic
characteristics of the MLS samples of
Black and Hispanic adults with the
underlying Census populations of the
eleven selected census tracts shows
patterns of bias that are similar
between the two groups but different
from the patterns seen in the HIS (Table
6). For both samples, the number of
persons with any college education and
of persons with incomes below the
federal poverty level were significantly
higher than expected. The proportion in
poverty was particularly high for the
Hispanic sample.
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Table 5. Selected Demographic Characteristics of Respondents to the 1990 Health interview Survey and of
the 1990 Census Population, by Race and Ethnicity, Ages 18 and Older, Rhode Island

Demographic Characteristic

Mean Age in Years
Percent Male
Percent Married
Percent with Any College
Percent Employed
Percent in Poverty

Black Population
Census HIS

38.8 38.4
49.5 43.0’
35.4 43.5*
34.5 29.9
64.0 61.1
25.7 20.9

Hispanic Population
Census HIS

35.9 38.9
49.5 38.4*
45.2 42.3
24.2 17.6*
69.1 51.8*
24.2 25.1

HIS = Health Interview Survey
*Significantly Different (pCO.05)  from Census Population

Table 6. Selected Demographic Characteristics of Respondents to the 1991-I 992 Minority Lifestyle Survey
and of the 1990 Census Population, by Race and Ethnicity, Ages 18 and Older, Rhode Island (I 1
Selected Census Tracts)

Demographic Characteristic

Mean Age in Years
Percent Male
Percent with Any College
Percent Employed
Percent in Poverty

Black Population
Census MLS

39.7 41 .o
46.1 42.3
27.7 34.2’
58.8 58.4
21.9 27.9’

Hispanic Population
Census MLS

35.6 36.1

%
44.3
21.5+

62:0 63.0
28.5 41.6’

MLS = Minority Lifestyle Survey
*Significantly Different (p < 0.05) from Census Population

Table 7. Selected Health Risk Factors of Respondents to the 1990 Health Interview Survey and the 1991-
1992 Minority Lifestyle Survey, by Race and Ethnicity, Ages 18 and Older, Rhode Island

Risk Factor
Black Population Hispanic Population
HIS MLS HIS MLS

Current Cigarette Smoker
Moderate or Heavy Drinker
Non-Use of Auto Safety Belt
Overweight
High Blood Pressure
High Cholesterol
No Mammogram in Past 2 Years*
No Pap Smear in Past 2 Years**

27.7
10.3
51.9
30.8
23.3
10.3

1;:;

26.9
16.5
55.5
39.0
28.6
19.0
19.0

6.7

25.0

5g.76
27:7
16.4
10.0
13.4
15.8

19.5
17.6
56.8
27.4
20.7
27.5
27.2
13.2

HIS = Health Interview Survey; MLS = Minority Lifestyle Survey
*Women Ages 40 and Older
**Women Ages 18 and Older
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Comparability of samples with one
another. When demographic
characteristics of the Black samples
from the two surveys are compared with
each other, no significant differences
are found. However, the two Hispanic
samples differ substantially from one
another in two areas -- percentage
employed and percentage in poverty. It
should be noted that for both measures
the differences between the two samples
are larger than the differences between
the two underlying populations.

There were substantial differences
between the two Black samples and
between the two Hispanic samples when
compared for the eight behavioral risk
factors included in both surveys (Table
7) * Black respondents to the MLS were
more likely than Black HIS respondents
to report six of the eight risk factors.
These included drinking moderately or
heavily, not using auto safety belts,
being obese, having high blood pressure,
having high cholesterol, and not having
a mammogram in the past two years (women
ages 40 and older). The prevalence of
cigarette smoking in the two samples was
similar. Black women in the HIS sample
were more likely not to have had a Pap
smear in the past two years.

Risk factor patterns in the two
Hispanic samples also differed from one
another. The MLS sample was more likely
than the HIS sample to report four of
the eight risk factors including
drinking moderately or heavily, having
high blood pressure, having high
cholesterol, and not having a mammogram
in the past two years (women ages 40 and
older). Prevalence for three factors
was similar in the two samples. These
included safety belt non-use, obesity,
and not having a Pap smear in the past
two years. Hispanics in the HIS were
found to have a higher rate of cigarette
smoking than in the MLS.

Survey Costs.The costs of collecting
data using the two methodologies
differed considerably. The Health
Interview Survey interviewed Black and
Hispanic households that were identified
in two ways -- 128 minority households
with 397 members were identified as part
of the base sample in which no screening
on race and ethnicity was performed, and
104 households with 313 members were
identified in the minority oversample.
Based on the survey contractor's billed
costs for the two components, the costs
per interview (household) were $29.19 in
the base sample and $46.74 in the
minority oversample, for an average cost
per minority interview of $37.06. The
costs per interview incurred by the
contractor for the Minority Lifestyle
Survey, in which all interviews were

performed under a methodology that
included,screening on race and
ethnicity, were $59.52, or over 60
percent higher than in the HIS. The
mean time to complete an interview was
similar in both surveys, and 7 out of 8
contacted households were eliminated by
screening on race and ethnicity in the
HIS oversampling process, compared to
only 3 out of 4 in screening for
inclusion in the MLS.

Discussion. The two surveys of Rhode
Island's Black and Hispanic populations
differ substantially in the details of
their methodology. Differences included
the underlying populations from which
the survey samples were drawn, the
method of sampling telephone numbers and
identifying eligible minority
respondents, and the interviewing
procedures. Nevertheless, comparison of
the costs and benefits of the two
methodologies can provide guidance in
the design of future surveys of sparse
minority populations, in Rhode Island
and elsewhere.

The advantages of the Health
Interview Survey, in which minority
households were oversampled as part of a
general survey, are the following:

The base survey includes respondents
of all racial and ethnic backgrounds,
providing information on the White,
non-Hispanic population for
comparison.

The Black and Hispanic samples
provide estimates for the underlying
statewide populations when weighted
to account for the differential
sampling probabilities created by the
oversampling process.

The use of a.single  knowledgeable
respondent to provide information on
the entire household allows the
collection of information on
children, allows analysis on a
household basis as well as an
individual basis, and provides a
larger sample at lower cost'compared
to individual interviews.

The costs per interview for the
minority sample were lower than those
found in the "dedicated" survey of
Black and Hispanic residents.

The advantages of the Minority
Lifestyle Survey, in which only Black
and Hispanic residents were interviewed,
are the following:

The collection of information only on
the interviewed person facilitates
the inclusion of questions on
knowledge and attitudes and minimizes
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the difficulties and potential
inaccuracies involved in interviewing
by "proxy."

Interviewing within a small
geographic area is useful for
targeting public health programmatic
efforts towards high risk
populations.

The total cost of a survey including
only minority residents is lower than
the total cost of a general survey
that oversamples minority residents.

In summary, the different sampling
strategies used with the two surveys
produced samples which differed in
selected demographic characteristics.
Not surprisingly, different patterns of
risk factor behavior also emerged. The
inclusion of an oversampling protocol
within a survey of a general population
was found to be a very cost-effective
approach to the collection of data on
sparse sub-populations and should be
considered whenever a general survey is
scheduled. If no general survey is
planned, or if a more targeted survey is
necessary for program considerations, a
dedicated survey of sparse sub-
populations that excludes other
population groups is likely to be the
alternative with the lowest total cost.
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REDUCING SAMPLING COSTS: A MULTI-STAGE DESIGN USING REPLICATED QUOTA SAMPLING
TO YIELD A SAMPLE OF HISPANIC AND AFRICAN AMERICAN HOUSEHOLDS IN LOS ANGELES

Laurie M. Anderson, Centers for Disease Control and Prevention
Naihua Duan, Judith F. Perlman, and David L. Wood

Introduction
In 1989 and 1990, measles transmission

reached epidemic proportions in the United
States. Disease rates were particularly
high among preschool children in urban
settings. In Los Angeles, the measles
epidemic clustered in low-income Hispanic
and African American neighborhoods. For
an understanding of the population
characteristics that might decrease a
family's demand for immunizations in
neighborhoods where measles attack rates
were highest, three inner-city Los Angeles
County Health districts became the
geographic focus of a community survey.
According to the 1990 Census, the
Northeast and the East Los Angeles Public
Health Districts (abbreviated below as
ELA) are contiguous areas that encompass
36 census tracts and have a combined total
population of 179,891. The South Central
Los Angeles Health District (SCLA) is
composed of 55 census tracts and has a
population of 293,377.

The 1990 Census described the ELA area
as 84% Hispanics, of which 4.6% were
children aged one or two. The racial and
ethnic composition of SCLA was fairly
equally distributed between Hispanics and
African Americans: Hispanics comprised
40% of the population, and African
Americans comprised 37%. Among the
African American populations in SCLA, 3.8%
were children aged one or two, while 5.6%
of the Hispanics were children in this age
group.

Xethod  of sample Selection
Since population-based public health

surveys entail considerable sampling
costs, we sought an efficient sampling
design that would achieve a balance among
precision, bias, and cost. A simple
random sample of households within ELA and
SCLA would have been prohibitively
expensive if we were to achieve a
meaningful level of precision. A multi-
stage, cluster design provided a
functional approach in terms of cost and
practicality of field organization and
operations. The multi-stage cluster
design was combined with a replicated
quota sampling design to obtain an
economic sample that also provided
potential to detect bias in the sample.
We wanted to examine the issue of bias
inherent in a quota sample; therefore each
selected census block was approached three
times, so that comparisons could be made
between interviews that were easy to
obtain and those that took several
attempts. Equal size Samples of 400
households were sought among three

separate sampling frames:
SCLA Hispanics,

ELA Hispanics,
and SCLA African

Americans. Each census block was sampled
with probability proportional to the
predicted number of eligible households in
the block. At the household level, all
eligible children were counted and one
eligible child was selected at random.
The interview was conducted with the adult
who was mainly responsible for the care of
the selected child.

Stratification of Sampling Frame
The 1990 Census Standard Tape File 1B

served as the sampling frame, restricted
to Northeast and East Los Angeles (ELA)
and South-Central Los Angeles (SCLA). The
main demographic characteristics about
those districts are given in Table 1.

In ELA, Hispanic children aged one or
two and in SCLA, both African American and
Hispanic children aged one or two were
deemed eligible. In SCLA, 115 census
blocks were excluded by the interviewers
in the field, because of lack of safety
and other reasons. The demographic
characteristics for SCLA were changed by
the exclusions about 13% of the eligible
African American children and about 2% of
the eligible Hispanic children were not
included in the survey (Table 1).

Blocks were sampled from each of the
two areas; then households within the
sampled blocks were sampled. Examination
of the block level data revealed that some
blocks had only a few households, thus
eligible children might not be available
for interviewing. Furthermore, some
blocks had low proportions of African
Americans or Hispanics, so too much
screening would be required to identify
eligible children. Because of these
considerations,
frame, using the

we stratified the sampling
following variables:

(1) Block Size = Number of households in block
* Eligible Ratio.

(2) Eligible Ratio a E i ibl1
Total population in block

Block Size served as a crude estimate of .
the number of households in the eligible
population. If Block Size was small, the
interviewers would be unlikely to obtain
an interview. Eligible Ratio determined
the amount of screening required to obtain
an interview. If the Eligible Ratio was
low, the interviewers might need to screen
too many households to obtain an
interview. Using Block Size and Eligible
Ratio, we stratified the sampling.frame
into three Primary Strata:
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* Stratum l--Block Size of at least 20,
and Eligible Ratio of at least 50%.

* Stratum 2--Block Size of at least 10,
and Eligible Ratio of at least 50%.

* Stratum 3--All other blocks.
In Stratum 1 an interviewer would likely
succeed in obtaining at least one
interview each time a visit was made to
one of these blocks. We included Stratum
1 for sampling in both ELA and SCLA. For
ELA, Stratum 1 covered 93% of the eligible
Hispanic children. We considered this
coverage to be satisfactory, so we
restricted our sample in ELA to Stratum 1.
For SCLA, Stratum 1 covered only 83% of
the eligible African American children and
77% of the eligible Hispanic children.
'This coverage was unsatisfactory;
therefore, we supplemented Stratum 1 with
Stratum 2. Stratum 2 was more difficult
to work with. Since there were fewer
eligible households on each block, an
interviewer might screen all households on
the block and not obtain an interview. We
decided to cluster adjacent blocks in
Stratum 2 and consider each cluster as a
primary sampling unit (PSU). The 314
blocks in Stratum 2 in SCLA were grouped
into 139 clusters, among which 103
consisted'of two blocks and 36 consisted
of three blocks. By combining Strata 1
and 2 in SCLA, we achieved coverage for
92% of the eligible African American
children and 86% of the eligible Hispanic
eligible children. Finally, to obtain a
balanced sample of African American and
Hispanic interviews in SCLA where the
ethnic composition was quite
heterogeneous, we further stratified
Primary Stratum 1 in SCLA into three
substrata:

* Substratum i .l (Mostly Hispanic)--
the Hispanic population in the block
was at least twice the African
American population.

* substratum 1.2 (Mostly African
American)--the African American
population in the block was at least
twice the Hispanic population.

* Substratum 1.3 (Mixed)--all other
blocks in Primary Stratum 1.

In summary, five strata were defined
for sampling: Stratum 1 in ELA,
Substratum 1.1 in SCLA, Substratum 1.2 in
SCLA, Substratum 1.3 in S&A, and
Stratum 2 in SCLA.

Field Procedures
Three trips were assigned for each

PSU, and one interview was targeted for
each trip. A trip could be made either
weekday daytime, weekday evening, or
weekend. Each of the three trips was pre-
designated randomly to one of those three
times, so that all three times were
covered across the three trips. A
randomly pre-designated starting point in
the PSU was assigned for the first trip to
the PSU to begin screening for eligible

children for interview. Each household
approached was listed sequentially on an
enumeration form. The disposition for
each household was recorded according to
the following major categories:
approached, accessed, successfully
screened, screened to be eligible, and
successfully interviewed. These
dispositions were used later to estimate
the weights used in the data analysis. On
subsequent trips, the interviewer used the
enumerations obtained earlier to approach
the remaining households (excluding those
found earlier to be ineligible, those who
refused, and those already interviewed) to
screen for eligible children for
interview. The dispositions were recorded
on the enumeration form. Each trip
finished either when an interview was
successfully obtained, or when the
interviewers had exhausted all households
in the PSU. In the former case, the
interviewers concluded by estimating the
total number of households in the PSU
without approaching the remaining
households.

Response Rates
A total of 1,206 households in our

sample were approached, accessed,
screened, found eligible, and interviewed
(Table 2). Very few of the accessed
households declined screening. Among
those successfully screened, we found a
substantial variation in the number of
eligible households was found across the
strata: the predominately Hispanic strata
had much higher proportion of eligibles
among screened households than did the
other strata.

Conclusion
The replicated quota sampling design

was successful in obtaining access to
approximately 80% of the households
approached. In terms of survey cost per
interview, the quota approach was
substantially less than the traditional
approach in which the household to be
interviewed are pre-designated and the
interviewers must make repeated visits to
the sampled PSU until they access the pre-
designated household.

To overcome potential bias in a quota
sample, we modified the usual quota
sampling approach into a replicated quota
sample. Then, on the basis of the
enumeration and disposition history for
each household, interviews could be
classified into those that were easy to
obtain versus those that were difficult to
obtain. In analysis of the data, this
information allowed us to compare these
interviews to evaluate the presence of
bias by creating a variable that
represented the number of trips required
to access the household. This variable
did not affect our multivariant model with
respect to the outcome of interest: the
child's immunization status.
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Table 1.
Demographic Characterbticr  of the rant Los Angeles

and south Central LO8 Angeler Sampling Area6

Di8triot k8t La SCIA SCIA Aftor
Lrolurion#

Total Population 179,891 293,317 271,676

African American 2,799 107,169 92,071

Hispanic 151,691 117,163 114,876

Children aged 1 or 2 7,746 12,624 11,890

African AmeriCan 114 4,046 3,537

Hispanic 6,942 6,565 6,441

Total number of household6 44,682 79,794 73,408

Total number of census blocks 913 2,027 1,912

Total number of census tracts 36 56 53

Table 2
Number of Howeholda in Sample

Di8triCt 8 tratum #WP) #(ace) # (8Cd #(e&i #(iat)
ELLA 1 5,277 3,956 3,920 530 387
SCLA l+ 2 18,066 14,307 14,138 1,455 819

SCLA 1 16,867 13,299 13,138 1,372 772

SCLA 1.1 2,809 2,092 2,053 397 232
1.2 8,918 7,147 7,067 592 315
1.3 5,140 4,060 4,018 383 225

SCLA 2 1,199 1,008 1,000 83 47,

Total 23,343 18,263 18,058 1,985 1,206
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ISSUES OF METHODOLOGY FOR AGRICULTUUL HEALTH AND HAZARD SURVEYS

Lorraine L. Cameron
National Institute for Occupational Safety and Health
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EVALUATION OF METHODS EMPLOYED IN THE ASSESSMENT OF HEALTH CARE NEEDS AND ACCESS TO CARE IN
DADE COUNTY FLORIDA FOLLOWING HURRICANE ANDREW

Nancy D. Barker, Centers for Disease Control and Prevention
N.E. Stroup, G.M. Lopez, J.T. Massey

On August 24, 1992, Hurricane Andrew hit
south Florida causing extensive damage to south
Dade county. More than 28,000 houses, mobile
homes and apartment buildings were destroyed, and
approximately 107,000 additional dwellings
sustained major damage (1). An estimated 180,000
persons were left homeless; total damages were
estimated at more than $30 billion.

Immediately after the storm, the Florida
Department of Health and Rehabilitative Services
(HRS) and thTcDnters for Disease Control and
Prevention conducted a rapid needs
assessment in the areas most affected by the
hurricane. Information regarding the availability
of water, food, and medical care was provided to
decision-makers within 24 hours of completion of
the survey to guide emergency response. Two days
later, Hurricane Andrew struck Louisiana, and
similar assessments were conducted there. These
assessments were the first in which survey methods
were used to obtain information for immediate use

acute health-care needs affected
gpulations  following sudden-impac~m~~lflcs9asters  (2).

TWO  months later, the Dade County public
health unit requested federal assistance to assess
health-care needs and access to health care in all
of Dade county. This assessment was funded by the
Federal Emergency Management Agency (FBMA) and was
used as a basis for planning health services in
the recovery phase. On this occasion three weeks
rather than 24 hours were available to complete
the survey and provide results to decision-makers.
The surveys conducted during both the acute phase
and the recovery phase were based on the 'rapid
epidemiologic assessment' or REA method - a 2-
stage cluster survey developed from the Expanded
Programme
methodology g.

Immunizations (EPI) survey

The characteristics of 3 surveys relevant to
this disaster assessment are to be discussed: the
original EPI method, the modifications used in the
RBA-conducted in Florida during the acute post-
hurricane phase, and additional modifications used
in the recovery phase for the follow-up health-
needs assessment conducted in Dade County 2 months
after the hurricane.

As originally formulated, the EPI survey is
a 2-staue cluster survey desiuned to assess
immuniza&on  status in de;elopins countries (3).
This survey includes 210 households in 30 clusters
of 7 each. The sample size was determined by
estimating the number of households needed in a
simple random survey to obtain estimates with 10%
precision and 95% confidence. Ninety-six was the
desired sample size. Assuming a design effect of
two for the cluster survey, this number was then
doubled. To maintain normal theory, the sample
was divided into 30 clusters of 7 households each.
In the first stage, clusters are selected with
probability proportional to size, as determined by
the census. The survey is self-weighted. In the
second stage, a constant number of 7 households
are selected from each village by moving from the
center of the village in a random direction to
selecting the next consecutive household. If no
one is home, or someone refuses to participate,
the next house is selected until a total of seven
are included in the survey. Thus, replacements
are selected for non-resaonders.

The RBA conducted in Florida immediately
followina Hurricane Andrew was a modification of
that EPI survey methodology (2). In the RNA,
unlike the EPI surveys, the basis for the sampling
frame was destroyed (i.e., many households were
destroyed or severely damaged to render them
uninhabitable). The survey was to be done in only

the high-impact areas to assess acute effects 'to
target emergency response. The sampling frame
used for the RNA was developed by placing a grid
over the map of South Dade County. Thirty
grids were randomly selected in the first stage of
sampling. In the second stage, seven households
were selected in each urid bv movinu from the
center of the grid and in's random dire&ion, then
selecting the next closest household. This REA
also used replacements for non-responders. The
design was not self-weighting since grids were
selected randomly and a constant number of
households were selected within each grid. Since
estimates were not weighted, an assumption was
made that each grid contained the same number of
households.

Results of the Florida surveys conducted 3
and 10 days postimpact indicated that the number
of households without running water, electricity,
or telephone service decreased significantly over
the 7 day period (2).

TWO months after the hurricane, another
study, the follow-up needs assessment was
conducted to evaluate health care needs and access
to care in all of Dade Countv durina the immediate
recovery phase (4). The objectives of this study
were to determine the distribution of displaced
persons in the county, to assess health needs, to
assess access to health and social services and to
assess evacuation behaviors.

In this follow-up study, staff from the
health department divided the county into 6 zones
according to the extent of hurr.icane damage to
assess county-wide needs. Impact from the
hurricane was greatest in the Cutler Ridge and
Homestead areas in the southern part of the
county. Damage from the storm was slightly less
severe in the Coral Gables/ South Miami and
Kendall areas in the central part of the county,
and was least severe in the Hialeah and
Miami/Miami Beach areas in the northern part of
the county.

Because information was not needed as
quickly as in the immediate RBAs, the REA method
used in the acute phase was enhanced. The basis
for the sampling frame was still destroyed. A
census of remaininu households had not been
conducted, and aerial photographs, which may have
helped to evaluate the distribution of remaining
households, were not available for the entire
county. To sample with probability proportional
to size, census blocks were selected as clusters
according to the number of households listed in
the 1990 census. Therefore, the assumption was
made that the relative distribution of households
in the census blocks in 1990 was the same as the
relative distribution of households remaining
after the storm. Unfortunately, information is
not available to evaluate this assumption.

In the first stage, 30 clusters or census
blocks in each of the six zones were.selected.  In
the second stage, 10 households per block were
selected. Using a random start, after selecting
the first inhabited household, interviewers
proceeded in a randomly-selected direction to
select the next nine consecutive households. Ten
rather than seven households were selected because
replacements for non-responding households were
not selected, and a 70% response rate was assumed.
Replacing nonresponders may be appropriate for
rapid surveys conducted in developing countries or
immediately after disasters, but it was decided
that 2 months after this disaster, many people
were probably getting back to their normal daily
routines (i.e., jobs, etc.), and would be less
likely be found at home during the day when the
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surveys were being done. Attempts were made to
increase response rates by leaving call-back
letters explaining the importance of the survey
and making follow-up visits on weekends and a
holiday.

This survey was conducted by approximately
100 trained interviewers over a a-week period.
The data were analyzed using a recently-developed
module for version 6 of the Hpi-Info software
package that weighs stratum-specific estimates and
adjusts variances for cluster surveys (5).
Preliminary findings were presented to Dade County
health officials 1 week after data collection was
completed. Although data were collected on
various health care issues, three of the key
findings are presented:

Overcrowding, which was defined as at least
one new person living in the household since the,
storm, was greatest in the Homestead zone (38%)
and decreased progressively with distance from the
storm track (Table 1).
The proportion of households in which at least one
person had symptoms of stress or anxiety, defined
by trouble sleeping, crying, thoughts of suicide,
or excessive irritability, was also highest in the
Homestead zone (53%) and decreased progressively
to 18% in the northernmost zones (Table 2). In
the Homestead zone, 12% of households reported
that at least one person had lost health insurance
because of the hurricane, compared with 5% and 6%
in the other zones (Table 3).

This information has been used to target
health services more effectively, particularly in
areas with a-high degree of dependence on public
programs. Based in part on these findings, mental
health services have been expanded, public clinics
for primary care will be rebuilt in Homestead and
Cutler Ridge, and access to public programs is
being improved through community health teams that
provide vaccinations, counseling, information on
financial assistance, and health and social
services (4).

Conducting RHAs immediately following
disasters in the acute phase raises both
scientific and logistic difficulties. There is no
easy way to choose a sample when the basis for the
sampling frame has been destroyed. The problems
faced by residents -- no water, electricity, or
telephone service -- and impassible roads, are
also faced by the survey team. In spite of these
difficulties, decision-makers need information
immediately to target emergency response. We
believe that the teams dispatched to Florida and
Louisiana did an extraordinary job conducting
these surveys and providing critical information
to decision-makers within hours. Nonetheless, we
do have one recommendation that could improve the
validity of estimates from RHAs following
disasters.

We recommend that aerial photographs be used
to obtain weights based on the relative amount of
remaining households in the grid when a SRS of
grids are selected. These weights could be used
to adjust the estimates. Unadjusted estimates
could be used initially until aerial photographs
of the remaining households are available. At
that time, crude estimates could be adjusted.

The study team that conducted the follow-up
needs assessment 2 months after Hurricane Andrew
also faced both scientific and logistic
difficulties. Makeshift offices were used, and
few computers, photocopy, or fax machines were
available. Cellular phones were used because
regular phone service had not been installed at
the survey site. Missing street signs made it
difficult for survey teams to locate census
blocks. However, on the basis of our experience,
we recommend the following measures be instituted
to improve needs assessment in the recovery period
following a disaster:

First, if there is not enough time to
conduct a census of remaining households in the
cluster (either a census block or grid), we
suggest implementing the following measures:

select the clusters with probability proportional
to size, using a census conducted bnezeer t$
disaster then choose a constant
households in each cluster. Choose the initial
household randomly, and then select subsequent
households systematically, for instance, every 5th
or 10th household.

The second alternative should be followed
when adequate time is available for conducting a
census of remaining households in selected
clusters. We suggest the following: select
clusters using simple random sampling. Conduct a
census of-remaining households in the selected
cluster. Select either a constant number of
households or a constant proportion of households
to be interviewed from each cluster, and select
households systematically after a random start.
Additional consultation with survey experts and
more practical experience conducting surveys
following disasters will help to further refine
these suggestions. Regardless of the sampling
method used, care should be taken to assure that
multi-unit dwellings are not under-represented.
In our study, apartments were underrepresented
because interviewers were instructed to select
only one household from multi-unit dwellings. We
attempted to assess the impact on our findings by
comparing estimates from single and multiple-unit
dwellings. Fortunately, we found few differences
for most of our key findings.

REAs provided information that was critical
for targeting emergency response in the acute
phase following Hurricane Andrew (2). They also
provided information needed to direct rebuilding
efforts and enhance the delivery of health and
social services during the recovery phase
following this disaster (4). Our experience
suggests that rapid surveys can be done well,
although procedures for conducting these studies
could be refined further. Each situation should
be evaluated for improvements whenever possible.
If more systematic guidelines are developed, rapid
survey teams will still be required to make
scientific decisions quickly with uncertain
implications under difficult and rapidly-changing
circumstances.
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Table1

Follow-up needs assessmenf.

Households with new member(s) since storm

Hialeah
Miami/Miami Reach
Coral Gables/South Miami
Kendall
Cutler Ridge
Homestead

Dade county

I7
15
23 (17-28)
23 (18-28)
26 (20-32)
38 (30-45)

19 (17-22)

*Variances adjusted for complex survey design

Table 2

Follow-up needs assessment

Households with at least one person
with indicators of stress or anxiety

m 4 (95% c1)_*

Hialeah 18 (12-25)
Miami/Miami Reach 18 (14-22)
Coral Gables/South Miami 22 (16-27)
Kendall 39 (32-46)
Cutler Ridge 46 (39-53)
Homestead 53 (46-60)

Dade county 24 (21-26)

*Variances adjusted for complex survey design

Table 3

Follow-up needs assessment

Households with at least one person who
lost health insurance because of storm
ZSUZ 1 (95% CIC

Hialeah 5 ( 2- 8)
Miami/Miami Reach 5 ( 3- 8)
Coral Gables/South Miami
Kendall
Cutler Ridge
Homestead

Dade county

( 2- 8)
( 3- 9)

6 ( 3- 9)
12 ( 8-16)

6 ( 4- 7)

*Variances adjusted for complex survey design
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DUAL FRAME SAMPLE SURVEYS BASED ON NHI!3  AND STATE BDD SURVEYS

Monroe G. Sirken, National Center for Health Statistics
David A. Marker, Westat

Introduction
Establishing nationwide information systems capable of

satisfying the needs for public health data at all
administration levels is one of today’s most pressing and
challenging problems in managing the nation’s public health
programs. For instance,  a recent memorandum establishing
a CDC steering committee for public health information
and surveillance system development begins as follows:
“One of the key strategies identified in the Center’s for
Disease Control and Prevention’s (CDC) strategic thinking
for the 21st Century is the development of an integrated,
comprehensive, nationwide public health information and
surveillance system to gather, synthesize, and communicate
information to monitor and promote health.”

No doubt any nationwide system for providing both
national and subnational health statistics will involve several
data systems. Some like the vital registration system will
be based on administrative record files and others such as
the National Health Interview Survey (NHIS) will be based
on sample surveys. The latter is the focus of this paper.
In particular, the paper addresses the long standing problem
of designing nationwide household sample surveys that are
capable of meeting health statistics needs at both the
national and State levels and to do so at reasonable overall
survey costs.

For example, the staff at the National Center for Health
Statistics (NCHS) has for years wrestled with the problem
of redesigning the NHIS sample so that NHIS could serve
effectively as a nationwide household sample survey. The
sample design challenge is to convert existing national
sample data systems that have limited capabilities for
producing reliable subnational statistics, such as the NHIS,
into nationwide data systems with capabilities of producing
highly reliable national statistics and subnational statistics.
Unfortunately, there is a conflict in optimum sample
allocation in designing national and subnational household
surveys. Sampling proportional to population size is
optimum allocation for national surveys, but distributing the
sample uniformly over the States is the optimum allocation
for State survey designs.

This design dilemma coupled with the relatively high per
unit data collection costs of face-to-face interviewing make
it prohibitively expensive to meet both State and national
statistics needs simply by increasing the NHIS overall
sample size. This paper proposes a sample design for a
nationwide household sample survey that appears to be far
more efficient than either redesigning the NHIS or
executing any other sample design option currently
available or under consideration.

There are now essentially two types of independently
designed household sample surveys running concurrently.
Random digit dial surveys (RDDS), such as the Behavioral

Risk Factor Sample Survey, are becoming the survey
design of choice to collect household information for State
and local health surveys while the NHIS continues to serve
as the principal source for national health statistics. At
present, RDDS and NHIS samples are not commingled.
State estimates are based exclusively on RDDS samples and
national estimates are based exclusively on the NHIS
sample. This paper proposes a design for a single
nationwide household sample survey system that would
commingle the RDDS and NHIS samples and thereby
improve the quality of both national and subnational
statistics and reduce the combined costs of conducting both
types of surveys. The proposed survey is called the dual
frame sample survey (DFSS). The DFSS estimator is
defined in the Appendix.

This paper evaluates the potential gains and possible
losses in data quality and costs that would be realized if
State estimates were based on DFSS instead of RDDS, and
if national estimates were based on DFSS instead of NHIS.
The methodology for carrying out this evaluation is
described in the next section and the findings with respect
to the DFSS effects on the quality of State and national
statistics respectively are presented in subsequent sections.
Since these findings clearly demonstrate that DFSS has the
potential for substantially improving the data quality and
decreasing survey costs, the concluding remarks propose
that demonstration studies be conducted in collaboration
with selected States to investigate the infrastructural issues
of the proposed nationwide data system.

Methodology
Three alternative DFSS sample design options were

evaluated. For each option, the annual national NHIS
sample of about 58,000 households is supplemented by
RDDS State samples but the options differ with respect to
their algorisms for determining the sixes and distributions
of the RDDS State sample supplements. The options are
described in Table 1.

DFSS design option 1 is based on supplementary samples
of 1000 RDDS completed interviews per State. The RDDS
samples in Options 2A nd 2B vary in size from State to
State. In Option 2A, each State RDDS sample size
represents the minimal supplemental sample which when
added to the NHIS State sample would assure that the
variance of the resulting DFSS State estimate would be
equal to or less than the variance of the RDDS estimate
based solely on a 1000 RDDS completed interviews.
Option 2B assures that the mean squared errors (MSE) of
DFSS State estimates would not exceed those for RDDS
estimates based solely on 1000 RDD interviews per State.
The bias component of the MSEs  are based on current
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cigarette smoking rates as reported in the 1985 NHIS.
Three indexes are used in comparing the quality of

national estimates based on DFSS and NHIS, and of State
estimates based on DFSS and RDDS: sampling errors and
two surrogate measures of bias, namely nonresponse rates
and nontelephone household coverage rates. The MSE is
also used. Bear in mind, however, that the MSEs shown
in this paper only reflects those biases in RDDS estimates
that are due to differences in the reporting of cigarette
smoking rates between persons living in telephone and
nontelephone households.

The error model for evaluating the relative quality of
DFSS estimates is based on the NHIS and RDDS inputs as
shown in Table 2.

Comparison of DFSS and RDDS  State Estiites
Tables 3 summarizes the error model’s findings with

respect to the relative effects that DFSS sample design
option 1 has on the quality of RDDS State survey statistics.
The 50 States and the District of Columbia are listed in
order by State population size which is virtually tantamount
to listing the States by NHIS samples sixes since, as Table
1 notes, the NHIS sample is distributed approximately
proportional to population size.

Compared to estimates based solely on 1000 completed
RDD interviews per State, Table 3 shows the
improvements in quality that could be realized if the NHIS
State samples were supplemented by these RDD interviews.
DFSS sample design option 1 improves the quality of every
State’s RDDS estimates, without exception, for each of the
4 quality indexes. On the average, State sampling errors
and MSEs are improved 35% and 55% respectively, and
response rates and telephone coverage rates respectively are
improved by 6 and 8 percentage points.

There is considerable variation among the States in the
amount of quality improvement in the RDDS estimates that
are realized by DFSS design option 1. Relative
improvements in sampling variances and MSEs  are about
proportional to the State population sixes and relative
improvements in response rates almost likewise. Thus the
gains in these indexes are greatest for the most populous
States like California and Texas which have the largest
NHIS State samples, and least for Vermont and Wyoming
which the smallest NHIS State samples. Improvements in
State telephone coverage rates are greatest for States like
Alaska and Mississippi that have the lowest telephone
coverage rates and least for States like Wisconsin and
Connecticut that have the highest telephone coverage rates.

Table 4 summarizes the findings with respect to the
quality effects that DFSS sample design options 2A and 2B
have on RDDS State survey estimates based on 1000
completed RDD interviews per State. It will be recalled
that DFSS design options 2A and 2B involve supplementing
the NHIS State sample sixes by smaller RDDS samples than
1000 completed interviews per State assumed by option 1.
On the average, these options are based on only 460 and
230 RDD supplementary State interviews respectively.
Even so they improve response and coverage rates in every
State, and improve the sampling variances in about a dozen

of the most populous States, and the MSEs  in more than
half the States.

Here again there is considerable variation among the
States in the quality effects of DFSS. The gains are
greatest in the 12 most populous States, each having an
annual NHIS sample in excess of 1000 interviews.
However, none of the quality indexes of any of the State
estimates would be adversely affected by DFSS options 2A
or 2B, and the quality of every State’s estimates would be
improved for one or more indexes.

Comparison of National Estiiates
DFSS has a mixed effect on the quality of NHIS

national estimates. It reduces NHIS sampling errors but
increases nonresponse rates. The telephone coverage rates
are 100% whether based in NHIS or DFSS national
estimates.

Using supplementary samples of 1000 RDD completed
interviews per state, DFSS design option 1 reduces the
NHIS sampling variance by about 44%,  and increases the
NHIS nonresponse rate by about 7 percentage points.
Based on a supplementary sample of 11,732 RDD
interviews, DFSS design option 2B, decreases the NHIS
sampling variance by about 8% and increases the NHIS
nonresponse rate by 3%.

Substantially greater improvements in the sampling
variances and MSEs of the national survey estimates would
have been realized, if the supplementary RDD samples in
DFSS options 1 and 2 had been distributed proportional to
State population sizes instead of the ways they were. If,
for example, the 51,000 supplementary RDD interviews in
design Option 1 had been distributed proportionally rather
than uniformly, the NHIS sampling variances would have
been reduced by 56% rather than 44 I. However,
distributing the State samples in that manner, would have
resulted, in smaller improvements in the variances of the
State survey estimates.

ConcIuding Remarks
The research findings in this report demonstrate that

substantial gains could be realized by designing a
nationwide household sample survey health information
system as a dual frame sample survey (DFSS) that merges
the sample designs of NHIS and RDD State surveys
(RDDS). Compared to the current usage of NHIS and
RDDS, the proposed DFSS  would substantially improve the
quality of State and national statistics and simultaneously
reduce the current combined costs of conducting both types
of surveys independently.

Some design research, currently underway, remains to be
completed. This includes investigating the effects DFSS on
nonresponse and response biases. On the other hand, this
paper has not addressed at all the effects of DFSS on the
infrastructure of a nationwide information system. In view
of the substantial potential DFSS gains, it is timely if not
urgent that the infrastructural issues also be addressed.
Establishing a nationwide health information system based
on the sample design proposed in this paper is likely to
substantially change the ways in which State and national
household sample surveys are currently being collected and
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dramatically change CDC’s relationships with State and
Federal Agencies. Demonstration studies should he
undertaken in collaboration with selected States to explore
the infrastructure issues.

ThUS,

DFSS (est) = t x (weighted average of NHIS est
and RDDS est for telephone hhs)  +

Appendix: The DFSS Estimator
The DFSS estimate (est) is the weighted average of

the NHIS est and RDDS est for the population living in
households (hhs) with telephones, plus the NHIS est
for the population in hhs without telephones.

(I+ x (NHIS est for nom&phone hhs).

The DFSS est is unbiased if the fraction

t = proportion of hhs  with telephones.

T a b l e  1  - Description of DPSS Design Options

Design Options

1 2 3

NHIS

Total sample size 57,640 57,640 57,kso

State sample
distribution Inverse to State population size

RDDS

Total supplementary
sample size 51, 000 23,500 11,732

State sample
distribution lOOO/State Inverse to Inverse to

NHIS State NHIS State
sample size sample size &

coverage rate
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Table 2 - NHIS and RDDS Input8 to the Error Node1 for Evaluating the
Quality of DFSS Estimates

Input

Sampling errors

Response rate

N?iIS

1995 sample
redesign*

95%

Telephone coverage rate 100%

Cigarette smoking rate*** 30.1% 28.8%

RDDS

Waksberg's sampling
procedure

80%

States rates**

* 1995 WHIS sample redesign feature8 some change8 that favor DFSS
including stratification by State and met/nonmet area and increasing
the number of psus from 200 to 400.

** Based on the 1980 Census.

*** Based on the 1985 NHIS, current cigarette smoking rates were 49.6% and
28.8% respectively for nontelephone and telephone households.
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Tztblc  3. lmprovcmcnu  in Sac RDD survey csdmaas  due lo  dual  lromc  eslimolion:

I ,ooO completed RDD interviews  per Sbxc (Option 1).

Popul0

Rank slalc

NIBS

Complemd

Sample Size

1 CALIFORNIA 9,394

2 TEXAS 5,613

3 NEW YORK 4.427

4 ’ FLORIDA 3,529

5 ILLINOIS 2,577

6 PENNSYLVANIA 2,016

I OHIO 1.876

8 MICHIGAN 1,761

9 NEW JERSEY 1.906

10 GEORGIA 1,618

11 NORTH CAROLINA 1.478

I2 VIRGINIA 1,366

1 3 MASSACHUSETTS 1,091

14 INDIANA 952

I5 MISSOURI 936

I6 MARYLAND 1,149

1 7 TENNESSEE 970

18 WASHINGTON 849

19 WISCONSIN 792

20 ARIZONA l.Wl
21 LOUISIANA 1.021
22 MINNESOTA 686
23 ALABAMA 899
24 SOUTH CAROLINA 838

25 COLORAW 191

26 KENTUCKY 610
27 CONNECTICUT 672

2R OKLAHOMA 579

29 MISSISSIPPI 480

30 OREGON 654

31 IOWA 394

32 ARKANSAS 461

33 KANSAS 44s

34 UTAH 330
35’ NEW MEXICO 587

36 WEST VIRGINIA 260

37 NEBRASKA 254

38 HAWAII 239
39 NEW HAMPSHIRE 198

40 NEVADA 271
4 1 MAINE I86
42 RHODE ISLAND 183
43 IDAHO 178
44 MONTANA 120
45 DELAWARE 148

46 SOUTH DAKOTA 105
47 ALASKA 112

48 DlST.  OF COLUMBIA 205

49 NORTH DAKOTA 93

50 VERMONT a7

5 1 WYOMING 84

l- II!

Reduced

VC&llCC

@CClll)

OVCIlK.lllS

Improved

coverage

Ram*

85.8% 5 13

78.6% 9 I4

75.1% 7 8

71.1% IO 12

64.7% 5, 9

61.7% 4 11

60.0% 6 IO

57.5% 4 10

57.4% 5 7

55.5% 12 8

53.0% II 8

50.8% 8 IO

46.0% 4 8

43.4% 7 8

43.0% 5 9

45.7% 4 6

43.2% IO 8

40.5% 6 6

39.4% 3 8

41.6% II 8

42.6% II 8

31.2% 3 7

40.4% I3 8

38.3% 13 G

36.2% 6 4

33.1% I2 6

33.4% 3 6

31.8% 8 5

28.1% I7 5

32.4% 7 6

25.2% 4 5

26.7% I3 5

26.0% 5 5

21.2% 5 4

26.8% 14 7

18.5% II 4

17.4% 4 3

15.7% 5 4

14.8% 6 3

16.3% 1 0 4

14.2% 7 2

12.7% 5 3

12.5% 7 3

9.4% 8 2

10.0% 5 2

8.5% 6 2

8.5% I7 I

13.3% 5 2

7.6% 4 1

7.1% 7 I

6.3% 8 1

E
Reduced

MSE

(pwxnt)

90.3%

91.4%

87.2%

R9.O%

75.7%

70.1%

74.6%

66.6%

6S.S%

86.3%

83.9%

76.4%

57.7%

66.0%

60.6%

57.3%

77.1%

59.8%

47.4%

78.8%

79.4%

45.7%

R2.78

81.2%

59.2%

77.5%

42.0%

63.3%

83.5%

57.3%

35.1%

75.0%

43.1%

39.2%

78.3%

61.6%

23.8%

27.2%

30.6%

54.7%

38.7%

19.0%

32.5%

25.R%
I I .O%
I I .I(%

57.R%

20.8%

5.8%

5.2%

7.2%

* Improvemene  in coverage rate and response talc  are shown in numtw oC  pwxntagc  points.



Table 4. lmprovemcnu  in Stare RDD survey admales  due to dud fmmc  eslimatioe

Variable complctcd  RDD intcwiews  per.?ta~e.

Pop&t’

Rank

T- I fmpmvemc nLsL 1 Stare E!

#km  2A -I-
RDD Impmvd

ComplCtca (:ova1ge

stars Ssmpk  Size Rue*

1 CALIFORNIA 0 15 83.4% I 5
2 TEXAS 0 IS 72.7% 9
3 NEW YORK 0 IS 66.8% I
4 FLORIDA 0 I5 39.4% 10
5 ILLlNOIS 0 15 45.4% 5
6 PENNSYLVAhIA 0 15 37.9% 4
7 OHIO 0 15 33.2% 6
8 MICHIGAN -0 15 26.1% 4
9 NEW  JERSEY 0 IS 25.8% 5

10 GEORGIA 0 15 19.9% 12
1 1 NORTH CAROLINA 0 15 11.2% 11
12 VIRGINIA 0 15 3.1% 8
13 MASSACHUSEITS 148 12 O.wb 4
1 4 INDIANA 234 11 0.0% 7
15 MlSSOuRI 247 11 O.C% 5
16 MARYLAND 157 I2 0.0% 4
1 7 . TENNESSEE 239 II 0.0% 10
18 WASHINGTON 318 10 0.0% 6
79 WISCONSIN 349 9 0.0% 3
20 ARRONA 2a7 10 0.0% II
21 LOUISIANA 257 11 0.0% 11
22 MINNESOTA 408 8 0.0% 3
23 ALABAMA 321 10 0.0% 1 3
24 SOUTH CAROLINA 378 9 O.fJ% 13
25 COLORADG 432 8 0.0% 6
26 KENTUCKY 492 7 O.(wo 12
27 coNNEclmJT 498 7 O.G% 3
28 OKLAHOMA 534 6 0.0% 8
29 MlSSlSSlPPl 610 5 O.G% 17
30 OREGON 521 ‘ 7 0.0% 7
31 IOWA 663 4 0.0% 4
32 ARKANSAS 637 5 O.G% 1 3
33 KANSAS 648 5 0.0% 5

34 UTAH 731 4 0.096 5

3s NEW MEXICO 635 5 0.0% 1 4

36 WEST VIRGINIA 774 3 O.(yl 1 1

37 NERRASKA 790 3 0.0% 4

38 HAWAII 814 2 0.0% 5

39 NEW HAMPSHIRE 826 2 0.m 6

40 NEVADA 805 3 0.0% 10

41 MAmE 835 2 0.0% 7

42 RHODE ISLAND 855 2 0.096 5

43 IDAHO 851 2 0.0% 7

44 MONTANA 896 1 0.0% 8

45 DELAWARE 889 1 0.0% 5

46 SOUTH DAKOTA 907 1 0.09b 6

47 ALASKA 90-I 1 0.0% 1 7

48 DIST.  OF COLlJMBU 847 2 0.w 5

49 NORTH DAKOTA 918 1 0.0% 4

50 VERMONT 923 1 0.0% 7

51 WYOMING 933 1 0.0% 8

L L

ites I

mprovfd
y-

RllC’

15

15

15

15

15

15

15
I5

I5

15

15
I5

IS
15
I5

15

15
15

II

15
I5

10

15

15

14

15
8
14
15
12
5
15
7

5
15

9
3

3
3
7

4

2

3
2

2

I
7

2

1

1
1

2 1Gption

RcdUCnl

MSE

(pcrcen0

RDD

comp1c1ed

Sample Size

88.8% 0
89.2% 0
83.1% 0
84.7% 0

62.8% 0
52.1% 0
58.2% 0
42.7% 0

46.4% 0

76.3% 0
71.0% 0
55.4% 0
10.6% 0
25.5% 0
11.9% 0
9.2% 0

50.9% II
5.1% 0
0.0% 193
53.3% 0
55.5% 0

0.0% 246
61.X% 0

56.7% 0

0.0% 29
42.4% 0
0.m 339
0.0% 1 5

55.4% 0
0.04. 100
0.0% 488
25.1% 0
0.0% 361

0.0% 433
37.2% 0

0.0% 119
0.0% 665

0.0% 607
0.0% 548
0.0% 206
0.0% 419

0.0% 717

0.0% 497
0.0% 554

0.0% 824

0.0% 784

0.0% 97

0.0% 693
0.0% 1,083

0.0% 891
0.0% 824
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ACCESS TO WHAT AND WHY?
TOWARD A NEW GENERATION OF ACCESS INDICATORS

Lu Ann Aday, The University of Texas School of Public Health

INTRODUCTION

Reflections on m generations
bring to mind the following observations
and expectations:

first, their identity is rooted and
formed by their progenitors with whom
they are linked both by biologic
pedigree and cultural persuasion;

seconc$, they are nonetheless
uniquely shaped and influenced by the
new and evolving era and experiences of
which they are a part; and

third, they are likely to raise
irreverent and provocative questions
that challenge the current  or
contemporary ways of thinking and doing.

In contemplating a "new generation
of access indicators", this paper
explores (1) their origins and
identities in earlier generations of
indicators; (2) the unique properties
and insights they add or extend to these
prior incarnations; and (3) the
important and provocative challenges
they pose to the assumptions under which
we have been comfortably operating in
the design of access measures.

TO WHAT EXTENT DOES MEDICAL CARE
CONTRIBUTE TO PEOPLE'S HEALTH?

The question that is implicit, if
not explicit, in the norms underlying
the design of a new generation of access
indicators, is, *'TO what extent does
medical care contribute to people's
health?".

This is not a new question.
Radical critics of the medical care
system, such as Ivan Illich (1975) and
Ronald Carlson (1975), writing in the
mid-1970s, argued, in fact, that the
limits of Western medicine in improving
people's health had been reached, and
that it now had the potential to do as
much harm as good to those who came
within its compass. During that same
period, drawing upon patterns of
mortality in Western nations over nearly
a century, Thomas McKeown  (1976)
similarly argued that most reductions in
death rates could be better attributed
to improvements in nutrition and
hygiene, than to medical care per se.

Canadian Marc Lalonde's  (1975)
field concept, that formed the
conceptual basis for the U.S. Surgeon
General's Healthv Peoole report, in the
mid-1970s,  and was subsequently made
manifest programmatically in the Year
1990 and Year 2000 Objectives for the
Nation's Health, to which we
particularly attend in this week's

conference, gave further expression to
these simultaneously irreverent,
provocative, and important inquiries
(Public Health Service, 1979; 1990).

These investigations have, in fact,
highlighted the greater importance of
lifestyle and environmental, relative to
biologic factors or medical care, in
ameliorating many of the major health
problems that plague contemporary
Western (including U.S.) Society. Other
social and medical care critics, such as
Sylvia Tesh (1988), in her book, H&&&D
A1men s:
Disease Prevention Policv, and Dan
Beauchamp (1988) in the U.S., Robert
Evans and Gregory Stoddart (1990) of
Canada, and the White and Black reports
in England (Day and Klein, 1989; Gray,
1982), among others (Aday, 1993), have
looked more deeply into the social-
structural origins of the variations in
health risks and related health outcomes
associated with varying access to social
and economic resources as a function of
age, gender, race, or social class in
U.S., as well as other, societies.

This pooulation-oriented  view of
the determinants of people's health has
been most widely heard and adopted in
policy and practice in the public health
field, rather than the medical care and
associated health services research
communities, in the United States.

The current emphasis on medical
outcomes research has highlighted the
question of the extent to which medical
care is effective. It may be seen
however, to largely fit within the
context of a clinically-oriented view of
the role of medical care in promoting
individuals' health and well-being
(Aday, et al., 1993).

Some of the most recent work on
developing empirical indicators of
access to personal medical care
services, embodied in the deliberations
of the Institute of Medicine (IOM)
Committee on Monitoring Access to
Personal Health Services similarly may
be seen as fitting more directly into
the clinically-oriented view of the role
of personal health services in enhancing
1 --'nd'v' u s'
not the broader public health-oriented
perspective on the determinants of a
pooulation's health (Institute of
Medicine, 1993).

Nonetheless, the IOM committee's
work does, much more so than was the
case in the past, seek to surface and
illuminate clinical effectiveness norms
in the formulation of recommended access
to medical care indicators.
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The discussion that follows
explores the conceptual, normative, and
empirical foundations for an earlier
generation of access indicators, and how
these indicators served both to
originate and evolve into a new
generation of measures of access to
medical care.

HOW HAS ACCESS TO MEDICAL CARE
BEEN CONCEPTUALIZED?

Over the past twenty-five years,
there has been a considerable interest
in the multiplicity of factors reported
to be defining of access, such as the
availability and organization of medical
care providers and resources; the
geographic, attitudinal, financial, and
organizational barriers that individuals
confront in seeking services; and the
rates of actual utilization and
satisfaction descriptive of the
lloutcomestt  of the care-seeking
experience.

The Behavioral Model of Health
Services Utilization and associated
Access Framework developed by Ronald
Andersen, myself and others at The
University of Chicago during the 1970s
and 19808, attempted to capture and
examine the relative importance of an
array of empirical predictors and
indicators of access to medical care
(Aday, et al., 1980).

Health Policv

Access has been most often
considered in a political context.
Improved access is an important goal of
many health policy efforts. Health
policy is then characterized as the
starting point for the consideration of
access, as it is the effect of health
policy on altering access to medical
care that policymakers at the federal,
state, and local levels are concerned
with affecting.

potential Access

Potential access may be described
in terms of structural indicators, such
as the characteristics of the delivery
system, or in terms of the wants, needs,
and resources that people themselves
bring to the care-seeking process.

Characteristics of deliverv svstemg
The delivery system component Of

the model refers-to-those arrangements
for the potential rendering of care to
consumers. It includes service
availability (volume and distribution of
services), organization (mechanisms for
entry and movement through the system),
and financing (the allocation and
distribution of resources for paying for
them). These characteristics are

aggregate, structural properties. The
community, or a particular delivery
organization, is the unit of analysis,
rather than the individual.

Characteristics of nooulation at risk
The characteristics of the

population at risk are- the predisposing,
enabling, and need components of Ronald
Andersen's original Behavioral Model of
Health Services Utilization.

predisuo inq variables include
those that deicribe the propensity of
individuals to use services -- including
basic demographic characteristics (e.g.,
age, sex), social structural variables
(e.g., race and ethnicity, education,
employment status, and occupation), and
beliefs (e.g., general beliefs and
attitudes about the value of health
services, and/or knowledge of disease).

Enabling variables include the
means individuals have available to them
for the use of services. Both financial
resources (such as family income or
insurance coverage), as well as
organizational resources (such as having
a regular source or place to go for
care) specific to the individuals and
their families are relevant here.
m refers to health status or

illness as a predictor of health service
use. The need for care may be perceived
by the individual and reflected in
reported disability days or symptoms,
for example, or evaluated by a medical
provider, in terms of actual diagnoses
or presenting complaints.

Realized Access

Realized access indicators refer to
objective and subjective indicators of
the actual process of care-seeking.
These are, in effect, indicators of the
extent to which the system and
population characteristics predict
whether or not or how much care is
sought, and how satisfied potential or
actual consumers are with the medical
care system.

Utilization of mica1 care services
Utilization has been characterized

in terms of the type, site, purpose, or
time interval of use, that is by type of
provider (physician, nurse, dentist,
etc.); where care is sought (hospital
inpatient, outpatient, emergency room;
doctor's office; public health clinic,
etc.); the reason for the visit
(prevention-related, illness-related);
and whether care was obtained 9~ how
many times in a given period of time
(e.g., the percentage seeing a doctor
and mean number of visits in the year).

.Satisfaction with medical care services
Satisfaction may be evaluated by

patients at a specific facility or in
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terms of their particular experience of
seeking care, or in general, by the
public with respect to their perceptions
of the performance of the medical care
system as a whole. Both have been used
as subjective assessments of the
performance of the medical care system
with respect to access.

Tvnes of Access Research

This framework has been used in
three principal types of research
related to the access objective:
descriptive, analytic, and evaluative
research.

Dscrintive research focuses on
profil?ng  access in terms of the
potential and realized access indicators
(such as the number and distribution of
medical providers, percentage of the
population with insurance coverage or a
regular source of care, the proportion
having seen a doctor or dentist in the
year and the mean number of visits for
those who did) and in documenting and
examining subgroup variation according
to these indicators.

Analytic research is more directed
toward understanding l@y some groups
have better access than others through
examining the role of potential access
measures (system and population
characteristics) in predicting their
actual rates of utilization and/or
satisfaction with medical care.
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Evaluative  research is concerned
with assessing how well policies,
programs, and services that have been
developed and implemented, based on
previous descriptive and analytic
research, have done in accomplishing the
equity of access objective. These
studies rely primarily on guasi-
experimental evaluation designs to
assess program or policy outcomes (Aday,
et al., 1993).

HOW HAS EQUITY OF ACCESS
TO MEDICAL CARE BEEN EVALUATED?

The access framework just reviewed
has guided a great deal of the
descriptive and analytic research
surrounding equity of access to medical
care. Underlying the application of
that framework in assessing equity is
the value judgment that the system would
be deemed to be fair or equitable if
need-based criteria, rather than
resources (such as insurance coverage or
income), are the main determinants of
whether or not or how much care is
sought.

subgroup disparities (by income,
race or ethnicity, or insurance
coverage, for example) in the use of
services relative to underlying need
would, therefore, be minimized in a fair
and equitable system.

HOW HAS EQUITY OF ACCESS
TO MEDICAL CARE BEEN MEASURED?

Access indicators developed within
the context of this perspective on
equity have focused on overall estimates
and subgroup variations in the use of
what were deemed to be necessary primary
prevention-oriented, as well as illness-
related, services: "the utilization of
medical care services relative to need"
(Aday, et al., 1980).

Primary prevention-oriented
measures include indicators of the
trimester in which prenatal care was
sought or the number of visits during
pregnancy, as well as having a general
physical exam, pap smear, or breast exam
in a given period of time.

Illness-related indicators that
have been used directly in applying the
Aday and Andersen framework to
evaluating eguity of access to medical
care included the use-disability and
symptoms-response ratios (Aday, et al.,
1980).

The use-disability ratio summarized
the number of total physician visits
reported by subgroups of interest to the
total number of days of limited activity
due to illness they reported during the
year. Widely varying rates of overall
utilization relative to disability were
deemed to be indicative of an
inequitable distribution of services
relative to experienced need.

Similarly, the symptoms-response
ratio compared the proportion of people
in a given age group who actually
contacted a physician for a set of
symptoms with the proportion a panel of
physicians thought should see them, to
assess the extent to which what were
deemed needed services were actually
obtained.

HOW MIGHT ACCESS
TO MEDICAL CARE BE CONCEPTUALIZED?

The current and evolving concept of
access to medical care builds upon,
extends, and modifies the perspective
provided by the Aday and Andersen access
framework, and associated use-relative-
to-need approach to measuring equity
(Aday, et al., 1993).

In the original formulation, health
status was viewed principally as a
predictor of health services
utilization. In the emerging
conceptualization, it is, importantly
and in addition, viewed as an implicit
or explicit outcome of the medical care-
seeking process.

Further, the choice of indicators
of the use of Eedioal  ca e services in
general or relative to szme generalized
conception of underlying "need" has also
been tempered and focused in the context
of the question of, "To what might



access make a difference?", that is, to
what types of medical care does it make
the most sense to enhance utilization,
because those services are most likely
to be effective in improving health?

In this reconceptualization of
access, there is more of an explicit
focus on the bottom line of whether the
health and quality of life of
individuals are enhanced by gaining
access to specific medical care
services. Further, the goal of equity
of access to medical care becomes a
means toward this end, not simply an end
in itself. for which the efficacious
outcomes of seeking and receiving care
are theoretically assumed rather than
empirically evaluated.

Further, subjective measures of
realized access, such as patient
satisfaction, remain important
evaluative yardsticks in assessing the
performance of the medical care system.
However, this subjective dimension is
more directly expressed in
effectiveness-oriented considerations of
patient preferences (or utilities) for
different functional or longevity
outcomes that are likely to be
associated with alternative treatment
procedures. There is an effort in both
medical care outcomes research and
applied clinical decision-making
sciences to more explicitly invite
patients to consider the risks and
benefits associated with treatment
options and to be full partners in
choosing among these options.. .&ff ctiven 8. efficie cv. and
eauitv t:en alle:ecome guidyng norms or
prerequisites in ultimately ensuring the
health and well-being of those to whom
medical care services are directed,
where,

effectiveness refers to the
benefits of medical care measured by
improvements in health;

efficiencv relates these health
improvements to the resources required
to produce them; and

eouitv assesses whether the
benefits and burdens of medical care are
fairly distributed (Aday, et al., 1993).

HOW MIGHT EQUITY OF ACCESS
TO MEDICAL CARE BE EVALUATED?

Contemporary considerations of
eouitv of access to medical care
explicitly embrace both the
effectiveness and efficiency norms.

The definition of equity focuses on."the utilization of mective an$J
aonrooriate  medical care services ta
imnrove health outcomesfi8, as well as the
minimization of subgroup disparities in
the extent to which this goal is
achieved.

ttEffective8*  care refers to services
that are likely to result in health

improvements. l'Appropriatet@ care refers
to those services that are most timely
or fitting for achieving this objective.
For example, penicillin may be an
effective intervention to treat
syphilis. Aoorooriate  care to deal with
congenital syphilis (that is syphilis in
newborns) would, however, concentrate on
the administration of penicillin to
affected mothers prior to delivery to
prevent its transmission in utero or
during delivery, rather than after
delivery to an affected newborn, for
whom it could have been averted through
appropriate prenatal care.

Efficiency research attempts to
quantify the cost-effectiveness or cost-
benefit of these.or other procedures in
assessing the extent to which finite
public, private, or personal resources
should be invested in assuring access to
those procedures or services.

HOW MIGHT EQUITY OF ACCESS
TO MEDICAL CARE BE MEASURED?

Following is an overview of a
number of the access indicators that
were the focus of the Institute of
Medicine Committee on Monitoring Access
to Personal Health Care Services,
summarized in the committee's final
report, cc s to Health Care in America
(Institute z"i Medicine, 1993);

That committee pointed out that the
indicators selected to measure explicit
access-related objectives should
consider both (1) what health outcomes
access was intended to affect, and (2)
what types of utilization would be most
appropriate to 'enhance those outcomes.
Their aim was to specify a core set of
indicators that could comprise a
monitoring system for evaluating the
state of the nation's performance with
respect to access, much as the Year 2000
guidelines provide for monitoring the
nation's health. A number of the access
indicators recommended by the IOM
committee on access do, in fact, mirror
those used to measure. the Year 2000
Health Objectives as well (Public Health
Service, 1990).

The committee considered what may
be once again broadly characterized as
primary prevention-oriented or illness-
related access.indicators  and
objectives. The major objectives and
utilization and health outcome
indicators for each are summarized here.

Primarv Prevention-Oriented

A number of the more prevention-
oriented utilization indicators are
similar to those highlighted in earlier
generations of access studies. However,
in selecting both relevant utilization
and outcomes-oriented measures, the IOM
committee identified those preventive
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services that were most likely to be
effective in achieving specific health
outcome objectives.

Obiective 1. Promotin successful birth
outcomes

Utilization indicators
Adequacy of prenatal care -- percentage
of pregnant women obtaining adequate
care, based on the Kessner index of
trimester in which care first sought,
number of visits and gestational age

Health outcomes
Infant mortality -- number of children
who die before their first birthday per
1,000 live births

Low birthweight -- percentage of infants
born weighing less than 2,500 grams

Congenital syphilis -- cases per 100,000
population

Obiective 2. Reducina the incidence of
vaccine-nreventable childhood diseases

Utilization indicators
Immunization rates -- percentage of
preschool children vaccinated

Health outcomes
Incidence of preventable childhood
communicable diseases (diphtheria,
measles, mumps, pertussis, polio,
rubella, and tetanus) -- cases per
population

Obiective 3. Earlv detection and
diaonosis of treatable diseases

1,000

Utilization indicators
Breast and cervical cancer screening --
percentage of women undergoing selected
procedures (clinical breast exam,
mammogram, pap test) in a given period

Bealth.outoomes
Incidence of late-stage breast and
cervical oancers  -- percentage of
(breast, cervical cancer) tumors
diagnosed at late stages

Illness-Related

Objective 4. Reducina the effects of
chronic diseases and nrolonaina  life

Utilization indicators
Chronic disease follow-up care --
average number of physician contacts
annually by those in poor health;
proportion with no physician contacts in
the year

Use of high-cost discretionary care --
admissions for referral-sensitive
surgeries (those that rely on the
judgment of the physicians who provide

first-contact care, who may or may not
refer the patient for specialized
procedures, such as hip/joint
replacement, breast reconstruction after
mastectomy, pacemaker insertion,
coronary artery bypass surgery, or
coronary angioplasty)

Health outcomes
Avoidable hospitalizations for chronic
diseases -- admissions for ambulatory-
care-sensitive chronic conditions
(admissions that might not have occurred
had the patient received effective,
timely, and continuous ambulatory
medical care for the condition, such as
angina, asthma, grand ma1 status,
chronic obstructive pulmonary disease,
congestive heart failure, convulsions,
diabetes, hypoglycemia, or hypertension)

Access-related excess mortality --
Number of deaths per 100,000 population
estimated to be due to access problems
(that is differences in death rates for
diseases that can be managed by medical
care between groups, such as blacks and
whites, that remain after statistical
adjustments for differing physiological
and behavioral risk factors are made)

Obiective 5. Reducina morbiditv and
pain throuah timelv and annronriate
treatment

Utilization indicators
Acute illness-related medical care --
percentage of individuals with.acute
illness who have no physician contact

Health outcomes
Avoidable hospitalizations for acute
conditions -- admissions for ambulatory-
sensitive acute conditions (such as
bacterial pneumonia, cellulitis,
dehydration as primary diagnosis,
gastroenteritis, kidney/urinary
infection, severe ear, nose, and throat
infections, skin graft with cellulitis)

More detail is provided in the full
Institute of Medicine report on methods
of constructing these indicators and the
most recent national data for the U.S.
as a whole and age, sex, race, income
and education subgroups for which
information is available.

CONCLUSION

In summary, the emerging
conceptualization of access explicitly
views health status as a desired outcome
as well as predictor of access to
medical care. The new generation of
access measures...

(1) have their progenitors in those
indicators that assumed the use of
services relative to need was desirable
in improving health outcomes;

(2) have spun offspring that
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examine, rather than presuppose, these
assumptions; and

(3) persist in raising the
important and provocative questions of,
"TO l&& should access be assured and
[perhaps E&X& importantly] l&y?"
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A MODEL OF COST-EFPECTIVRNBSS  AND INJURY PREVENTION

David P. Hamburger, Children's National Medical Center
Catherine S. Gotschall, Falah Shamsa,  Martin R. Eichelberger

Cost effectiveness analysis requires that the
cost characteristics of both a disease state and
the means to ameliorate the disease state are
estimatable. The case of infectious disease
preventable by vaccines such as congenital
cytomegalic disease (29), Haemophilus influenzae
(14, 15), Hepatitis B (1, 21), and Measles (5, 23)
have been approached in this manner.
This approach has been recently applied to the
field of injury control, where burn injuries have
been analyzed with respect to the cost
effectiveness of automatic sprinklers and smoke
detectors (4). Budnick  provided an estimate of the
effectiveness of automatic sprinklers as an
intervention for preventing loss-of-life in
residential fires. Ruegg and Fuller presented an
extended cost-benefit model for home fire sprinkler
systems.

In these situations the cost of the injury
without intervention is generally known or
estimatable. If, however, an intervention is
already in place to a variable degree, it becomes

more difficult to partition the costs between those
injured while using the intervention and those
injured while not using the intervention.
Complexity is further increased when there are
multiple levels of interventions.

We present a model for the analysis of cost
of injury data where multiple levels of
intervention usage exist.

We consider the situation where both the
incidence of injury and the cost-of-injury data are
presented without regard to intervention usage. We
further consider interventions that may reduce both
the number and severity of injury. Reductions in
injury severity are measured by comparing the cost
of caring for persons injured while using an
intervention to that of persons injured while not
using the intervention. We present a model for
estimating cost-of-injury for a mechanism of injury
with k existing levels of intervention.

We consider the following general case for
any given type of injury:

LET I, = Overall incidence rate of injury, regardless of intervention
Ii = Incidence rate of injury with intervention i,

SUCH AS, . . . . * . .Ii = Total # inquries to nersons wervents ;
Total population at risk using intervention i

where i = 0.1 ,...,k interventions and i = 0 represents no intervention.

ALSO N = Total population at risk for injury, regardless of intervention;

AND RR, = Relative Risk of injury using intervention i, such that

RR, = . . . . . . . . . .in,-on 1 / # a t  rlskuslnaention  1
# injured with no intervention (i = 0) / # at risk with no intervention (i = 0) ’

THEREFORE, RR, = I, / I,, ; for all i = O,l,...,k. (1)

CONSIDER
Ej = Effectiveness of intervention i as defined by Partyka (28), and

substituting intervention for restraint, such that:

E, = 1 - . .(iniurv  rate. -on\ for all i = 1,2 ,...I k.

TnERnPORR,

ALSO  Pi =

(injury rate, without intervention)

E, and RR, are related as follows: RR, = 1 - Ej . (2,

Probability of person using intervention i; for all i = O,l,....k
and i = 0 represents no intervention;

I, = igo 1, pi l
k

O R 1, = I, P, (3)

SIJBSTITUTINI~  RQUATION (1) IN EQUATION (3) AROVE. I, = I, P, + I, RR, P, ,
i=l

O R I, = I, ( P, + i RR, P, ) . (4)
i=l

LRT T, = Total # injuries to persons using intervention i for
population of size N; for all i = 0.1 I..., k;

SUCH !CXSAT T, = I, Pi N . (5)
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LET TC = Total cost for injury under
consideration, for population N,

AND TC, = Total cost of injury for persons using
intervention i; for all i = O,l,...,  k.

LET C, = Mean cost per injury for persons using
intervention i, for i = l,Z,...,k,

C, = Mean cost per injury for persons using
i = 0, which represents no intervention;

SUCH TNAT :, = TC, / Tj . (6)

CONSIDER. Mi = cost reduction factor, i.e. cost
of injuries incurred by persons using
intervention i vs. cost of injuries incurred
by persons not using intervention: for
i = 0,l ,...,k and where i = 0 represents no
intervention;

SUCH THAT M, = 7, / z0 for all i = O,l,...,k.(T)

TNEREPORR, FROM EQUATION (6).

TC= i TC,
i=O

= ik Ti ci :
AND SURSTITIJTINQ FOR T, PROM EQUATION (5).

k _
TC = c C, Ii P, N ,

i=o

k-
OR TC / N = 1 C, I, P, . (8)

i=O

SUFJSTITgTINO EQUATION (1) INTO EQUATION (8) ABOVE,

k
z = c c, I, RR, P, ;

i=O
(9)

WlIERE z = TC / N which is the mean total cost
of injury.

WBSTITUTINO  EQUATION (7) INTO EQUATION (9) AROVR.

Tc = i c, Mi I, RR,  P, ,
i=O

OR E = I, c, M, RR, P, .
i=O

Tc = I, c, ( M, RR, P, + "c M, RR, P, ) .
i=l

Illuetrating  the Node1
The cost of motor vehicle injury (MVI) in

children is substantial. It has been estimated
that the cost of MVI for children less than five
years of age was over 1 billion dollars in 1985
(31). Private health insurance covers the medical
costs for some children. Medicaid provides
reimbursement for health care costs for
impoverished children injured in motor vehicle
crashes. Medical costs avoided by reducing the
frequency and severity of MVI are savings to
Medicaid. To the extent that cost is a barrier to
using safety seats among economically
disadvantaged families, by providing safety seats
as a Medicaid benefit, the prevented and reduced
medical costs of MVI in excess of the cost of this
intervention are potential net savings for
Medicaid.

"The direct cost [of injury] is the actual
dollar expenditure related to illness. The
indirect cost represents the value of lost output
due to reduced productivity caused by illness and
disability and losses due to premature death"
(31). The total economic cost of injury is the
sum of the direct and indirect costs. Injuries to
the very young typically have increased indirect
costs as the value of the lost output accrues
over a longer portion of a person's lifespan.

We posit that it would be cost-effective
for Medicaid to provide safety seats to its infant
beneficiaries, i.e., that the cost of providing
safety seats is less than the cost of MVI
prevented and reduced by their use. We use the
model above to analyze this position.

Rice and associates give MVI incidence data
by age-specific groups. Cost of injury data are
given both as aggregate data and as a cost per
injured person. These data are not given with
regard to the status of the injured as concerns
restraint usage during the crash event. We
considered the case for two types of intervention
(i.e., k = 2): safety seat (SS) (i=l) and safety
belt (SB)  (i=2). It is necessary to disaggregate
these data by restraint use status, i.e.,
unrestrained (UR) (i=O), safety seat, or safety
belt. We can then reconstruct the population for
any combination of restraint use and predict the
aggregate cost of injury under the new conditions.

We modelled a hypothetical cohort of 100,000
Medicaid eligible children all born on the same
day and provided with safety seats by Medicaid
prior to discharge from the hospital. We
estimated the annual incidence of MVI and cost of
injury for the cohort using our model for each of
the first four years of life. Four years was
chosen to represent the 'lifespan" of a safety
seat.

The size of the cohort was not adjusted for
mortality over time. The correction would be
approximately 1% in the first year and less than
0.1% in subsequent years (16). considerably less
than the uncertainty inherent in
elements.

the data

AS the cohort is aged, we varied the
proportion of children unrestrained, in safety
seats and safety belts to
distribution for O-l,

approximate the

for 1985 (Table 1).
1-2, 2-3, and 3-4 year olds
We then summed the costs of

injury over four years and compared this to the
cost of the intervention to
effectiveness.

determine cost

medical
Discounting and inflation of

costs were
summation.

ignored for the four year

TRNRRPORN *

NNERR

k
5rd = I, 7, ( P, + c Mi RR, Pi ) ; (10)

i=l

M, = 1 and RR, = 1 by definition.
Patterns of restraint use for the first 4

years of life. Partially misused safety seats are
combined with correctly used safety seats. Children in
grossly misused safety seats are considered
unrestrained.
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Data El-t8
To illustrate the model we have used rough

estimates from the literature for many of the data
elements. Moderate values corresponding to a
plausible intermediate estimate were chosen.
Values were also chosen to demonstrate plausible
extreme boundaries of cost-effectiveness. A high
estimate was chosen to illustrate a putative
maximal degree of a cost-eEfectiveness  and a low
estimate showing a putative minimally cost-
effective situation. The values selected for the
intermediate, high, and low estimates are shown in
Table 2.

TABLE  a* Data elements used in illustrating the cost-
effectiveness of Medicaid providing safety seats at
birth for a cohort of 100,000 infants for three
plausible cases.

Inaideace of MVI (I,)
Riceand associates cite the incidence of MVI

per 100,000 children O-4 years of age as 622.7,
with a standard error of "greater than 30%'. No
upper range of error is given. Assuming incidence
to be normally distributed, we estimated a 95% C.I.
(257, 989) incidence using a standard error of 30%
for our high and low bounds. Given the large
standard error, incidence figures were rounded to
the nearest whole number.

cost Of Injury
In 1985 direct costs of MVI in children 0 to

4 years of age were $1869 per injured.person  and
the total costs (direct plus indirect) for MVI were
$8963 per injured person (31). These values were
multiplied by the estimated incidence of MVI for
the intermediate, high, and low estimates to yield
a total direct cost of injury and a grand total
cost of injury for the respective estimates.

Relative Rink (RR,,, RR&
A wide range for effectiveness of injury

reduction for safety seats and safety belt is
available for a variety of crash scenarios that
involve fatalities only, towed cars, patients
seekinghospitalcare, etc. Effectiveness is given
variably for 'restraint use' and specifically for
lap belts, shoulder-lap combinations, and car
safety seats. Several authors (6, 7, 11, 18, 19,
39) report values as low as 25-35% for restraint
effectiveness; while values as high as 60-75%  are
also reported (6, 11, 27, 281, a middle range of
40-558  is also in the literature (6, 7, 11, 12,
30).

Using our model, we have converted restraint
effectiveness to relative risk of injury using
Equation 2 and have chosen RRos = 0.4 and RR, = 0.5
for the intermediate estimate of restraint
effectiveness since we are applying them across
the wide spectrum of crash severities and the
cost-of-injury data are given per injury. We used
RR,, = 0.15 and RR,, = 0.3 for the high estimate and
RR,, = 0.65 and RR,, = 0.7 for the low estimate.

cost Factor (M_, II_,
Reath and Orsay have both shown that the

medical cost for adults unrestrained by safety
belts in MVI are 2-to-3 times higher than the
costs for those restrained by safety belts. Kaplan
& Cowley also found costs doubled for injured.
unbelted adults. Nelson has found factors as
high as 3.86, 95% C.I. (2.28,6.53)  for males age
6-14 injured at less than 55 mph in Iowa. The
values for MS8 and M,, in Table 2 for the
i,ntermediate and high estimate reflect this range.

'M,, and M,, for the low estimate were chosen
as 0.99. This reflects the hypothetical estimate
where the medical costs for injured restrained
passengers approach the costs for injured
unrestrained passengers. There is no evidence
that the medical costs for restrained passengers
ever exceed the costs 'for unrestrained passengers.
M and M,, were chosen not equal to 1.00 to
fzcilitate calculation.

comt  O f  Intervention
We used a cost of $31.50 per safety seat

($3,150,000  for the cohort) baseta;zt;elephone
queries to manufacturers of seats.
Manufactures were asked for the best unit price
available to a large purchaser of safety seats for
a seat suitable from birth to four years of age.
It was envisioned that Medicaid would distribute
sole-use vouchers redeemable for the purchase of
safety seats. Vouchers would be redeemed by mail
directly from the manufacturer. A similar program
has been used by the League General Insurance

of Southfield, Michigan (34, 35)
~~~~~rnately  10% was added as the combined cost
of administering the program and shipping and
handling (34). Thus, a total cost of $3,500,000
was figured for a cohort of 100,000. The cost of
intervention was varied by k 10% for the high and
low estimates to see the impact of changing key
model parameters (5, 14, 15). This is shown in
Table 2.

A break-even safety seat cost was calculated
for the intermediate, high, and low estimates for
both total and direct costs to illustrate the
sensitivity of the model to the cost of safety
seats. Break-even was defined as the cost per
safety seat where the cost of intervention
equalled  the anticipated savings for any safety
seat and safety belt usage while the sum of the
usage rates was 100%. Cost-effectiveness
increases proportionally as safety seat cost falls
below break-even cost.

mthrtiarl  Probabilities of Rentraint  Usasle
6.. P‘S, Pm)

Parents may place children in safety seats

correctly or incorrectly. Incorrect use may be
partial or gross. Kahane presents data on safety
seat usage from a variety of sources. The age-
specific data were corrected for gross misuse of
safety seats as noted in 1984 and the correctly
used safety seats were combined with partially
misused safety seats to yield P,,  as shown in Table
1. P,,, also shown in Table 1, was obtained from
1983-84 North Carolina MVI data as presented by
Kahane. Numbers were rounded to the nearest 5%
except in the estimate of P, for year 1.
Passengers in grossly misused safety seats and
passengers not in safety seats or safety belts
were considered unrestrained as reflected in P, in
Table 1.

RmslJIITS

Our results indicate that it is cost-
effective for Medicaid to provide safety seats to
infants for certain sets of conditions that may
reasonably occur. These result are highly
sensitive to which aspect of cost is being
considered.

Intezmediatr  Estimate
For the intermediate estimate when only

direct costs (Fig. 1) are considered, our results
indicate that it would not be cost effective at
any level of restraint use for Medicaid to provide
safety seats to its beneficiaries. The break-even
safety seat cost was $17.58 where 100% of child
passengers from 0-4 years of age were restrained
in either safety seats or safety belts in any
combination. At this level of restraint use,
Medicaid would lose $1,566,184  by providing safety
seats to the cohort.
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POPULATION in SAFETY BELTS

FIQURE lr Cost-effective patterns of restraint usage
when Direct Costs are considered. Medicaid purchase of
safety seats is cost-effective only at high levels of
restraint usage, high incidence of MVI, high cost of
injury, and low costs of safety seats.

When total costs (Fig. 2) are considered, if
child passengers are restrained in any combination
of restraint use such that the sum of the safety
seat and safety belt usage rates equals 75%. the
intervention is cost effective. In fact, the
break-even cost of a safety seat could be as high
as $84.31 for tne intervention to be cost
effective if 100% of child passengers are
restrained. A profit of $5,713,831 which is a
return of $1.65 for each $1 invested, can be
realized at 100% restraint use.
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POPULATION in SAFETY BELTS

FIQURl?  2; Cost-effective patterns of restraintusewhen
Total Costs - Direct Costs plus Indirect Costs - are
considered. Medicaid purchase of safety seats is cost-
effective at moderate levels of restraint usage,
moderate incident of MVI, moderate cost of injury, and
median costs of safety seats.

Nigh Estimate
For the high estimate and direct costs (Fig.

1) I 94% of child passengers must be restrained, in
any combination, for Medicaid to cost effectively
provide safety seats to its patients. If 100% of
children are restrained in any manner, a
$1,523,995 profit results and a safety seat cost
of $42.49 or less makes the intervention cost-
effective.

When total costs (Fig. 2) are considered,
the range of restraint use for cost effectiveness
is larger. In this situation any combination of
restraint usage L 11% makes the intervention cost
effective. If restraint usage approaches lOO%,
the break-even cost of a safety seat is as high as
$203.77 and profit approaches $19,264,670.

Low Estimate
For the low estimate there is no situation

of restraint usage that makes the proposed
intervention cost effective. Even if 100% of
children were restrained, a safety seat would need
to cost $0.11 to be cost-effective considering
direct costs. Total cost considerations raise the
break-even cost to $0.52. Losses vary from
$3,838,077 for direct costs to $3,792,822 for
total costs.

DISCUSSION
coete  o f  W I

Motor vehicle injury is the leading cause of
death in childhood in the United States. The
number of children injured but surviving is many
times greater still (2). Restraint systems such
as safety belts and safety seats reduce both the
frequency and the severity of injury in a crash
event (6, 30).

Survey data suggest that safety seat usage
has increased in recent years (26). However,
barriers remain to the routine use of safety seat
by well-intentioned parents. These barriers
include misperception of risk (lo), the mistaken
belief that infants are safe when held in a
parent's arm (24) inconvenience, cost, and
perceptions of child misbehavior in safety seats
(20) - Furthermore, it has been suggested that
economically disadvantaged populations are less
likely to use safety seats (32, 36). One likely
reason for this is cost.

Medicaid is responsible for the direct costs
of MVI for its recipients. If medical costs
averted by the use of safety seats were greater or
equal to the cost of providing them to the
Medicaid population, the choice would be self
evident. This is not the case under current
restraint usage rates - however, other
considerations may apply.

The total costs of MVI are, by definition,
the economic cost of MVI to society taken as a
whole. If total costs averted by the use of
safety seats are greater or equal to the cost of
providing them to the Medicaid population which
may not be able to afford their purchase, it makes
economic sense for a governmental program to
invest in safety seats so that society may reap
the anticipated savings. Under some of our
assumptions this may be the case. Under
conditions of increased incidence of MVI,
increased cost of injury, or decreased cost of a
safety seat, or any sufficient combination of
these, an investment in safety seats makes sense
on an economic basis alone.

Although Rice and associates account for
rehabilitation costs, they are generated from
total national 'vocational' rehabilitation costs.
This would s&em to give little weight to
educational rehabilitation. Public school systems
are currently tasked with providing an education
for all children including those whose
developmental or physical disabilities require
extensive services. The economic cost of those
services necessitated by MVI in Medicaid eligible
children can be partially averted by safety seat
usage. Society, though, considers more than
economics.
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Society places a value on avoiding pain and
suffering and risk aversion in general. These are
not considered in either the direct or total costs
noted above. Rice and associates estimate that
society is willing to pay considerably more than
economic costs alone to avert injury. When
economics are considered along with compassion and
equity, having Medicaid provide safety seats
becomes more acceptable.

Aeeumptione
Our assumption that crash risk *

independent of restraint use tends ::
underestimate the costs attributable to the
unrestrained occupant and, thereby, negatively
bias estimates of cost effectiveness. The crash
rate for unrestrained drivers is higher than that
for restrained drivers (8, 17) and drivers who use
restraints themselves are more likely to restrain
their child passengers (20). If previously
unrestrained drivers increase their restraint use
concomitantly with using restraints for their
child passengers and if their own restraint use
translates to a decreased crash rate, the savings
of the intervention is magnified.

Our model was illustrated with a scenario
that took a cohort with a pattern of safety seat
and safety belt use similar to the pattern of use
for each of the first 4 years of life as in 1985
as illustrated in Table 1. We calculated costs
and savings for different hypothetical levels of
restraint use. These new levels of restraint use
were held constant for each of the first 4 years
of life. For example, costs and savings were
calculated presuming that safety seat use was
raised to 60% and safety belt use was raised to
30% and these rates were maintained during each of
the four years. This was done for ease of
calculation and analysis. Our model is applicable
for any combination of restraint use in any year.

Assumptions of restraint effectiveness are
somewhat dependent on the circumstances of crash
events. More severe crashes are more likely to
result in injuries unpreventable by any known
intervention. Restraint effectiveness is greatest
in those crashes of magnitude such that a.severe
injury is reduced to a moderate or mild injury or
entirely averted with restraint use. In milder
crashes, where events would suggest that the
likelihood of severe injury is low regardless of
restraint usage, restraint effectiveness might
appear to be greater than it actually is. Given,
however, that direct costs are driven by the high
numbers of minor injuries, vide infra, restraints

of modest effectiveness which prevent minor
injuries entirely may greatly reduce the cost of
MVI in this age group.

In the age group O-4, Rice and associates
reported 102,000 children representing 91% of MVI
(age O-4) suffering injury resulting in neither
fatality nor hospitalization. This figure had a
standard error exceeding 30%. This uncertainty
resulted in a similar uncertainty for the overall
incidence figures for MVI in that age group.
Presuming that nonhospitalized patients had less
serious injuries suggested that a intermediate
case using modest figures for restraint
effectiveness was appropriately conservative.

Although we have illustrated the model using
MVI, it is clearly applicable to other situations.
Any disease state with known or estimatable
incidence and cost data and any proposed number of
interventions characterized by a known or
estimatable effectiveness in reducing the
frequency and severity of the disease state may be
analyzed with this method.

Figure 3 illustrates the relationship
between savings and changing intervention
effectiveness and restraint Use for the
intermediate estimate with respect to total costs.

Relative risks for safety seat and safety belt f
25% compared to values in Table 2 were taken as a
measure of changing intervention effectiveness.
In this illustration we did not require that
overall MVI incidence be unvarying at 623 per
100,000 as we did for Figures 1 and 2. Incidence
was allowed to vary in accordance with
intervention effectiveness which emphasizes the
financial impact of the purchase of safety seats.
When 100% of passengers are restrained, savings
would vary from $13.4 million to $12.0 million
(depending on the mix of safety seat and safety
belt use) for restraint effectiveness 25% greater
than the intermediate estimate. These savings
would vary from $9.7 million to $7.5 million for
safety seat and safety belt effectiveness 25%
lower than the intermediate estimate.

v

N
G

S

BIGORE 38 Savings associated with Medicaid purchase of
safety seats for three levels of restraint effectiveness
(expressed as relative risk) and five combinations of
restraint usage. For the sake of illustration, all
children are restrained, i.e. 2f safety seat use is 99%,
then safety belt use is 1%; if safety seat use is l%,
then safety belt use is 99%.

Our model also predicts that as an
intervention has an enhanced effectiveness for
reducing the frequency of a disease state., costs
attributable to that state are shifted away from
the population using that intervention. As an
intervention's effectiveness increases, further
cost reductions will occur from higher
intervention usage rather than improvements
in intervention effectiveness.

Further, as the usage of interventions
effective in reducing disease frequency increases,
costs attributable to the disease state are
increasingly spread over populations already using
interventions. Further cost reductions will be
dependent on newer interventions. Considering MVI
leads one to the conclusion that as increasing
usage of effective restraints decreases the risk
of injury once a crash has occurred further
reductions in the cost of injury will require
interventions that involve attempts to avoid the
crash event itself.

Limitations
Interventions are not always exclusive of

each other such that a portion of the population
is using one intervention and not another
intervention. The model requires such
independence to allow attributing costs to one
intervention group only. Although it is possible
to bypass this problem by subdividing the
population into groups using one, another, or both
interventions (in the case of two interventions ),
the model becomes more dependent on the population
estimates for the subdivisions. This will
increase the uncertainty of results unless
intervention effectiveness estimates are
relatively well known.

strengths
Our model is appropriate to wide variety of

applications. It is only dependent on reasonably
accurate incidence data, cost data, and
effectiveness data. As we have modelled national
data, a nursing home could easily model a program

423



to prevent falls resulting in broken hips and
determine a range of effectiveness that an
intervention must have to be cost effective.
Applications to other areas of risk analysis are
also possible.

_Y

We have presented a model for the
mathematical analysis of cost of injury data and
cost-effectiveness of safety interventions capable
of reducing the frequency and severity of injury.
This model has potential application to any type
of injury and any number of separate interventions
for that injury where the effectiveness of the
interventions, their costs, and the cost-of-injury
are estimatable.

We have illustrated our model with the
example of MVI using a hypothetical intervention
of safety seat distribution to a cohort of
Medicaid beneficiaries. We have suggested the
cost-effectiveness of such an intervention for a
plausible scenario of restraint usage and
effectiveness when considering the total cost of
injury.

Dr. H&urger's  sabbatical year salary as Injury
Control Fellow at Children's National Medical
Center was supported by Group Health Association.
Washington, D.C.
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EXPANDING MEDICAID ELIGIBILITY FOR FAMILY PLANNING SERVICES
FROM 25 TO 133 PERCENT OF POVERTY: A COST BENEFIT ANALYSIS

Douglas R. Murray, Arkansas Center for Health Statistics

The purpose of this study was to
determine that if Medicaid eligibility for
family planning services were expanded
from 25 percent to 133 percent of the
federal poverty level, could the costs of
providing those services be recouped
within five years by direct savings in
Medicaid maternity costs, WIC, and AFDCl.

Most of the data used in this study
come from readily available published
articles. Much of the data in those
articles are from the National Surveys of
Family Growth (NSFG) sponsored by the
National Center for Health Statistics.
The analysis was conducted using Lotus
123. The flexibility of this software
facilitated the use of about 50 separate
variables, each of which could affect the
outcomes2.

To conduct this study, three separate
analyses are undertaken. The first is to
estimate the number of women in need of
family planning services and who might be
potentially eligible for Medicaid. The
second is to estimate the probable rates
of utilization of contraceptive services,
their efficacy, and their impact on
births. The third step is to estimate the
costs of providing these services and the
direct savings that might accrue from
delaying or preventing unintended births;
this is presented in the form of a benefit
to cost ratio.

As noted, the first step is to
estimate the number of women who could
conceivably be affected by an expansion of
Medicaid eligibility. According to the
1990 Census, there were 519,852 women in
Arkansas ages 15 through 44. The next
problem was to estimate how many of these
women would be potentially eligible for
family planning services if Medicaid were
expanded from 25 to 133 percent of
poverty. Unfortunately, detailed
age/sex/poverty level data are not yet
available from the Census.

Therefore, unpublished data from the
1990 Arkansas Health Insurance Survey3 of

'The author would like to thank Dr.
Joycelyn Elders, former Director of the
Arkansas Department of Health, for
proposing the project.

'A copy of the spreadsheet in Lotus
123 Release 3.1 format is available upon
request.

'The data were weighted by age, sex,
race, telephone noncoverage, and county
size. AS response rates vary according to
chance and sociodemographic
characteristics, weighted data more

almost 8,000 households were used to
develop these estimates. Based on the
survey respondents reports of their
household income and household size, it
was possible to calculate their poverty
level. According to the survey data,
1,311 women ages 15 through 44 fell into
the range of 25 percent to 133 percent of
the poverty level. This represented 21.7
percent of all (6,037) women in that age
category. This percent when applied to
the 519,852 women is 112,891, which is the
estimate of the total number of women in
Arkansas aged 15-44 with incomes between
25 and 133 percent of the federal poverty
level. This is the population that would
be eligible for family planning services
if Medicaid eligibility were expanded.

The next step is to estimate the
impact that expanded Medicaid family
planning services could have on births in
this population. The question is, how
many of these women are likely candidates
for family planning services?

One approach is to look at low income
women who have recently given birth and
determine how many were unintended. Using
data provided by Henshaw, Forrest and
Singh4 estimate that 33.8 percent of the
births to women below 100 percent of the
federal poverty level were "mistimed," and
another 24.8 percent were "unwanted5."  A
total of 58.6 percent of low income births
are unintended.

While this is a likely group of
possible candidates for family planning
services, there are many other women in
addition to these new mothers. To this
end, Forrest and Singh estimated the

accurately reflect the true population
composition.

'Forrest! Jacqueline Darroch and
Susheela Slngh, I1 The Sexual and
Reproductive Behavior of American Women,
1982-1988,"  Family Planning Perspectives,
22,5:206,  1990.

'Forrest and Singh state, "If the
respondent reported that at the time a
birth was conceived, she had not planned
to have a baby, the birth was considered
unintended. If the woman reported that
she did not ever want to have another
child or any child, the unintended birth
was termed unwanted. If she did want to
have a baby in the future, but at a later
time, the unintended birth was termed
mistimed. Since the responses are
retrospective information gathered after
the child was born, they may underestimate
the extent of unintended fertility."
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percentage distribution of women by, what
they refer to as "exposure to the risk of
unintended pregnancy." In essence, the
table reports the current sexual activity
(if any) and contracepting behavior (if
any) Arkansas
(Pleas~fnot&owtha?~~e  data are flzrn%
women, as data specific to low income
women were not available.)

As some women are not at risk, they
are not in need of services.
Approximately 11.5 percent of the female
population 15 through 44 years of age have
never had sexual intercourse. In
Arkansas, that would yield 12,893 women
who are in the 25 to 133 percent of
poverty range, out of the previously
estimated total of 112,891 women at that
poverty level.

Another 29.7 percent of these women
are sterile, 6.1 percent non-
contraceptively and 23.6 percent
contraceptively. Alternatively, 3.8
percent of the women were actively seeking
to become pregnant.

Forrest and Singh" found that
although most births among lower income
women are unintended (mistimed or
unwanted), some are indeed wanted. This
latter group of women would presumably not
be interested in availing themselves of
family planning services, regardless of
financial barriers.

The "candidates" would come from the
remaining women: those 6.9 percent who
have not had intercourse in the last three
months, the 4.0 percent of women who are
pregnant and 0.7 percent who are
postpartum, the 36.7 percent who are using
some reversible (as opposed to
sterilization) contraceptive, and, most
importantly, those 6.7 percent of the
women who use no contraceptives at all.

At this point, the potential number
and percent of mistimed and unwanted
births is calculated. The number of
births to women who have never had
intercourse is, of course, zero.
Likewise, those women who are seeking
pregnancy or are sterile are not a
consideration here. For those women who
have had no intercourse in the past three
months, an arbitrary figure of 25 percent
was assigned. Applying the Henshaw and
Forrest/Singh estimates of 58.6 percent
mistimed and unwanted births to the
pregnant and postpartum women yields an
Arkansas estimate of 2,646 and 463 women,
respectively. Those who use various
reversible methods have a higher
collective risk of pregnancy, based on
utilization and efficacy.

Adding up this column results in an

'Forrest, Jacqueline Darroch and
Susheela Singh, "The Sexual and
Reproductive Behavior of American Women,
1982-1988,"  Family Planning Perspectives,
22,5:206,  1990.

estimate of 32,764 women who needed
contraceptive services, out of the
original 112,891 Arkansas women at 25 to
133 percent of poverty.

Some 20,143 of the women in need are
presently using a reversible method.
Their utilization-efficacy rate was
calculated as follows. Mosher found, for
example, that 37 percent of the
contracepting women below 150 percent of
the poverty level relied upon female
sterilization as compared with only 22
percent of those women with incomes more
than 300 percent of the poverty level.
Alternatively, 14 percent of the more
affluent women relied upon male
sterilization as the contraceptive method
as opposed to only 4 percent of the low
income women.z7

The efficacy of various contraceptive
methods is related to several factors
including the intrinsic effectiveness of
the product as well as the compliance
rate; the latter is partly a function of
sociodemographic characteristics of the
women, such as education. Also using data
from the National Survey of Family Growth,
Jones and Forrest' estimated the percent
of women below 200 percent of the poverty
level who experienced a contraceptive
failure during the first 12 months of use
among women. Their estimates were
standardized for age, race, and marital
status. The pill, for example, had a 8.1
percent failure rate resulting in a 91.9
percent efficacy rate.

Grady et a1.9 in an earlier analysis
of the same data obtained somewhat lower
failure rates because they did not allow
for method-specific differences in
underreporting. Since Jones and Forrest
did not publish failure rates for the IUD,
Grady is the source of the IUD failure
rates in this study. It should be noted
that the use of the IUD as a contraceptive
method has dropped precipitously since the
early 1980s and represents a relatively
small proportion of total contraception.
AS the literature on NORPLANT  is limited,
it is assumed, for the sake of this study,
that utilization of NORPLANT in the
immediate future is one percent and that
it is 99 percent effective.

7For the purposes of this study, male
and female sterilization were combined.

'Jones, Elise F. and Jacqueline
Darroch Forrest, "Contraceptive Failure in
the United States: Revised Estimates from
the 1982 National Survey of Family
Growth," Family Planning Perspectives,
21:103, 1989.

'Grady, William R. et al.
"Contraceptive Failure in the United
States: Estimates from the 1982 National
Survey of Family Growth," Family Planning
Perspectives, 18:200, 1986.
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At this point, this distribution of
birth control method utilization for women
below 150 percent of the federal poverty
level was multiplied by their
corresponding efficacy rates. These
utilization-efficacy rates were, in turn,
multiplied times 112,891, resulting in the
figure of 32,764 seen previously. This is
the number of women in Arkansas aged 15
through 44 who are between 25 and 133
percent of poverty and are in need of
family planning services.

At this point, estimates of the
number of women aged 15-44 in Arkansas who
are between 25 and 133 percent of the
federal poverty level have been
developed. The sexual and contraceptive
status of these women has been identified.
The number of these women who are at risk
of unintended pregnancy has been
estimated. Estimates of the number of
these women who could have unintended
births have been generated. And a figure
which tells us how large a population must
be served has been calculated. The next
step is to estimate the actual number of
births in the poverty population.

In 1991, there were a total of 35,456
births to Arkansas residents. Using data
from the 1990 Arkansas Health Insurance
Survey, the income distribution was
determined. Using the results of a
previous matching of birth certificates
(for the period of October, 1986 through
July, 1988) to Medicaid paid claims, the
percent of those births were Medicaid
births, at various federal poverty levels,
was calculated.1°

In Arkansas in 1991, an estimated
20.9 percent of the births were to
Medicaid mothers who had incomes of less
than 25 percent of the federal poverty
levels. One-third (33.2 percent) of all
births were to Medicaid mothers who had
incomes of less than 133 percent of the
federal poverty levels. The difference
between the two levels is the additional
number of women who delivered who would
have eligible for family planning services
if a higher level of Medicaid eligibility
had been in place.

When this distribution was applied to
the 1991 birth data, the result was a
total of 4,343 women out of that year's
birth cohort. When the contraceptive
utilization-efficacy rates are applied,

"'Senner,  John, Arkansas Center for
Health Statistics, unpublished data.
These data are based on Arkansas Medicaid
enrollment rates during the period of
October, 1986 through July, 1988. During
this time, eligibility for Medicaid
maternity benefits increased from 37
percent of the federal poverty level to 75
,percent and then to 100 percent. The data
were smoothed using a logit transformation
and then projected downward to 25 percent
and upward to 133 percent and 185 percent.

this figure is reduced to 2,872, the
number of births that would not have
occurred to these low income women had
family planning services been available to
them.

The 'final phase of this analysis
involves the cost data. Based on actual
Medicaid paid claims data'l for the
October, 1986 through July, 1988 period,
the average birth cost $2,129.1a This
figure was updated by applying the medical
component of the Consumer Price Index for
the intervening years, bringing it up
almost 50 percent to an estimated $3,190
in 1990. This figure is multiplied by the
estimated 2,872 women who would not have
delivered had they experienced the income-
specific contraceptive utilization and
efficacy rates discussed above. The total
one year savings in direct Medicaid costs
for deliveries alone would have been
$9,162,222. The federal Medicaid share
for Arkansas is more than 74 percent.

WIC and AFDC costs are also included
in this analysis (although they would not
be if the state were seeking a Medicaid
waiver). The average monthly WIC food
package in Arkansas is $26.46 while the
administrative cost is $10.58. If the
2,872 low income births had been
prevented, this would have resulted in an
WIC savings of $6,383,540.

AFDC costs were reported to be about
$2,306 per year. As with WIC, it is
assumed that the average family will be
receiving these services for five years.
With about 1.98 children per family, the
cost was allocated to a single child. The
estimated AFDC savings for one child is
$5,823. If the 2,872 low income births
had been prevented, this would have
resulted in an AFDC savings of
$16,725,858.

Having estimated that the total costs
of these unintended pregnancies comes to
$32,271,621, the next step is to calculate
the costs of providing family planning
services to this population. Under
current guidelines,13 Medicaid will
reimburse providers at a fixed rate for
specific services and supplies. A typical
package of services costs about $165 per
year. While NORPLANT is more expensive
initially, the five year costs are lower
than the average of other contraceptive

"Senner, John, Arkansas Center for
HealthStatistics,  personal communication,
December 2, 1991.

"The medical component of the
Consumer Price Index has gone up more than
25 percent since 1987. Therefore, this is
a very conservative estimate of the costs.

=AGREEMENT for FAMILY PLANNING
SERVICES AND SUPPLIES FOR INDIVIDUALS OF
CHILDBEARING AGE WHO ARE ELIGIBLE UNDER
THE ARKANSAS MEDICAL ASSISTANCE PROGRAM.
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services. Consequently, this suggests
that almost 20 women could be provided
with Medicaid financed family planning
services for an amount equal to the
immediate cost of one delivery.

The total cost to Medicaid, WIC and
AFDC for the 2,872 unwanted and mistimed
births is estimated to be $32,271,621.  If
annual family planning services are
estimated to total $163.67 per person and
a total population of 35,283 women must be
served in order to prevent the 2,872
births, the total cost of the services
will be $5,774,933.

The benefit to cost ratio is
calculated by taking the $32‘271,621 in
Medicaid, WIC, and AFDC costs and dividing
by the $5,774,933 in family planning
services. This results in a ratio of 5.6
to one! that is, $5.60 would be saved in
Medicaid delivery, AFDC, and WIC costs
within five years for every dollar spent
on family planning services. Even if the
savings were limited simply to the costs
to Medicaid of the deliveries, the benefit
to cost ratio would still be 1.6 to one.

It should be noted that this analysis
is based on a birth cohort; thus, these
savings are available with every new year.
Moreover, the savings estimates are
relatively conservative in that they do
not include many other costs of raising
the child such as other Medicaid expenses,
education, etc. Indeed, in 1989 in the
South, the cost of raising urban children
from birth to age 18 at a moderate-cost
level was estimated to be $114,483.l'

After this study was completed, the
author located another study by Forrest
and Singh in which they concluded "for
every government dollar spent on family
planning services, from $2.90 to $6.20 (an
average of $4.40) is saved as a result of
averting [short-term] expenditures on
medical services, welfare and nutritional
services."15 It is interesting to note
that the methodology employed in this
study is quite different from the Forrest
and Singh analysis; moreover, the two
studies were conducted completely
independently of one another.
Nonetheless, the results are quite similar
with the 5.6 benefit to cost ratio falling
well within the Forrest and Singh estimate
of 2.9 to 6.2.

There are two conclusions to be drawn
from this presentation. First, the
analysis indicates that it would be cost-
effective to expand Medicaid eligibility
to 133 percent of the federal poverty
level in order to provide family planning
services to those women.

Second, computer spreadsheets are
very useful for developing complex models
such as this. Their flexibility allows
the user to easily change a wide range of
parameters, thereby quickly responding to
suggestions and recommendations regarding
the basic assumptions of the model.

I'Edwards,  Carolyn S. "USDA Estimates
of the Cost of Raising a Child: A Guide to
Their Use and Interpretation" USDA
Miscellaneous Publication N. 1411, in
"Updated Estimates of the cost of Raising
a Child," Family Economics Review, Vol. 2,
No. 4, pp.30-31.

ISForrest, Jacqueline Darroch and
Susheela Singh, "Public-Sector Savings
Resulting from Expenditures for
Contraceptive Services," Family Planning
Perspectives, 22,1:6, 1990.
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Estimated Arkansas Medicaid/WIC/AFDC  Savings
If Family Planning Services Were Expanded
From 25% to 133% of Federal Poverty Level

Number of Women Aged 15-44 in Arkansas: 519,852
Source: 1990 U.S. Census

Est. No. Women 15-44,25%-133%  Federal Poverty Level: 1,311
Source: 1990 Arkansas Health Insurance Survey

Total Women 15-44 in AHIS: 6,037
Source: 1990 Arkansas Health Insurance Survey

% Women 15-44,25-133%  Federal Pov Level 1311 / 8037 = 21.7%
Source: 1990 Arkansas Health Insurance Survey

Est. Arkansas Women 25%-1339/o  FPL 21.7% X 519,852

Percent Mistimed Births Among < 100% Federal Poverty Level:
Percent Unwanted Births Among < 100% Federal Poverty Level:

= 112,891

33.8%
24.8%

Source: Forrest & Singh, FPP, 22:5, pg 272
Percent of Low Income Population Using ANY Contraceptives: 57.8%

Source: Forrest & Singh, FPP, 22:5, pg 209

Percent and Number At Risk of Unintended Pregnancy
Never had intercourse (e.g., 11.5% X 112,891):
No intercourse in past 3 months:
Pregnant:
Postpartum:
Seeking pregnancy:
Sterile noncontraceptively:
Sterile contraceptively:
Reversible method user:
Nonuser:

11.5% 12,983
8.9% 7,790
4.0% 4,518
0.7% 790
3.8% 4,290
6.1% 6,886

23.6% 26,642
36.7% 41,431

6.7% 7,564
Source: Forrest & Singh, FPP, 22:5, pg 210

Percent and Number of Mistimed / Unwanted Births
Never had intercourse:
No intercourse in past 3 months:
Pregnant:
Postpartum:
Seeking pregnancy:
Sterile noncontraceptively:
Sterile contraceptively:
Reversible method user:
Nonuser:
Total Est. 25%-  133% FPL Women Needing Contraception

0%
50%
59%
59%

0%
0%
0%

50%
100%

0
3,895
2,646

483
0
0
0

20,716
7,584

Q5.?83

Utilization of Various Contraceptive
Methods in Low Income Populations

Source: Mosher, FPP, 22:5,  pg 201

Efficacy of Contraceptive Methods
Source: Jones & Forrest, FPP, 21:3, pg 107

Grady et al., FPP, 18.5, pg 204

Sterilization : 41 .O%
Pill : 36.0%

IUD : 3.0%
Diaphragm : 2.0%

Condom : 13.0%
Norplant  : 1 .O%

Other : 4.0%

Sterilization : 100.0%
Pill : 91.9%

IUD : 93.0%
Diaphragm : 76.6%

Condom : 79.3%
Norplant  : 99.0%

Other : 66.9%

1991 Arkansas Live Births: 35,456

Est Impact on Arkansas Medicaid Births With Various Fed Pov Levels
At Various Federal Poverty Levels

Source: Arkansas Center for Health
Statistics - Unpublished Data

25% :
37% :
75% :

100% :

% Medicaid
20.9%
23.5%
28.6%
30.8%
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133% :
185%:

Est Number & Percent Births in 25%-133% FPL Population

Target Group: Est. Number and Percent 1991 Births That
Would Not Have Occured  In Expanded Eligibility Population
If Contraceptive Utilization / Efficacy Rates Were In Effect

4,343

2,872

Total Estimated 1990 Medicaid Cost per Birth:
Source: Arkansas Center fix Health Statistics and

DHS Economic & Medical Services - Unpublished Data

Total 1990 Target Group Births Medicaid Costs 83,190 X 2,872 = $9,162,222
Federal Medicaid Share 74% = $6,780,044

State Medicaid Share 26% = $2,382,178

WIC: Average Monthly Food Package
WIC: Average Monthly Administrative Cost

$26.46 X 12 =
$10.58 X 12 =

$317.52
$126.96

WIC: Costs per Person, For 5 Years
Source: ADH Division of Women, Infants and Children

Unpublished Data for November, 1991

$444.48 x5= $2,222.40

AFDC: Costs per Family, 1987-88, For 5 Years
Source: Arkansas Statistical Abstract - 1991: pg 275

Average Number of Children per AFDC Case
Est. Five Year AFDC Savings for One Child
Total 1990 Target Group Births AFDC Costs

Federal AFDC Share
State AFDC Share

$2,305.92  x 5 = $11,529.60

1.98
$1,164.81  X5 =

$5,823 X 2,872
74%
26%

$5,823.03
$16,725,858
$12,377,135

$4,348,723

Estimated Short-term Medicaid, WIC, and AFDC Costs per Birth
Estimated Total Short-term Medicaid, WIC, and AFDC Costs $11,235 X 2,872

$11 s235.22
$32,271,621

Maximum Allowable Rates for Family Planning Services
In Arkansas Under Medicaid Effective July 1, 1991

Procedure Code
Initial/Annual Visit 20847 :
Periodic/Basic Visit 20848 :
Urinalysis, routine, without microscopy 81002 :
Gonadotropin, chorionic, qualitative 84703 :
Blood count/hematocrit/hemoglobin/colorimetric 85014 :
Syphilis, precipitation or flocculation test,

qualitative VDRL, RPR, ART 86592 :
Culture, bacterial, any source, anaerobic 87075 :
Cytopathology, smears, cervical or vaginal (Papanicolaou), screening

and interpretation, up to three smears 88150 :
Est. Total Annual Non-Norplant Family Planning Cost Per Person

Rate
$70.00
$50.00

$3.80
$11.15

83.52

$6.38
$10.99

$9.00
$164.84

Norplant  (Amortized over 5 years)
Cost of the device
Cost of Insertion and removal
Cost of first visit
Cost of five periodic visit
Estimated Annual Cost for Norplant

$345.00
$218.00

$48.38
$96.15

$141.50
Estimated Annual Costs for All Forms of Contraceptive Service

(5% usage of Norplant  and 95% all other) $163.67

Cost of 2,872 Unwanted/Mistimed Births, 1990 2,872 X $11,235 = $32,271,621
Medicaid Costs for Family Planning 35,283 X $163.67 = $5.774.933

33.2%
36.0%

12.2%

68.1%

$3,189.79

Total Benefit to Cost Ratio: $32,271,621  I $5,774,933:  = = = = = = = = = = = = = >
For Every Dollar Spent On Family Planning, This Many Dollars Are Saved:
Number of Clients To Whom Family Planning $32,271,621  1
Services Could Be Provided With Savings $163.67 =
Note: FPP = Family Planning Perspectives

5.6

197,171
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THE IMPACT OF DISSEMINATION OF SMOKING CESSATION METHODS ON
HEALTH CARE COSTS AMONG PREGNANT MEDICAID RECIPIENTS

Richard A. Windsor, Health Promotion Group
Neal Richard Boyd

INTRODUCTION
Multiple reports1-6 in the last 30

years have confirmed smoking during
pregnancy as a national priority.
Active and passive cigarette smoke
exposure causes maternal, fetal, and
infant morbidity and mortality.7
Although the risks of maternal smoking
has been established, over one million
women of the approximately 4.1 million
women (25%) who delivered in recent
years, smoked during pregnancy.6  Of
special concern is the l,lOO,OOO  or more
Medicaid patients.* Over 350,000 of
these women (2 35%) smoked during
pregnancy.'

Comprehensive meta-evaluationslO-ll
of the literature have confirmed the
efficacy12-l3 and cost-effectiveness13-14  of
health education methods for Black and
White pregnant smokers enrolled in
prenatal care. A consensus exists about
what health education methods to use
with pregnant smokers. The intervention
should be routinely delivered by regular
staff who have been trained to provide
the following components: (1) a
standardized cessation skills and risk
counseling session of approximately 10
minutes which includes instruction on
how to use a self-directed cessation
guide; (2) clinic patient reinforcement
methods at follow-up visits; and (3)
social support methods.

Thus, the problem and one
efficacious component of the solution is
well described. The purpose of this
paper is to examine the potential impact
of nationwide dissemination and routine
use of health education methods on the
incidence of low birthweight and
associated medical care costs among the
Medicaid maternity cohort who smoke.
METHODS

The target population for this
discussion is the annual Medicaid
cohort: 1,112,OOO in 1990.' The
proportion of White Medicaid patients
was approximately 50% (550,000), Black
patients approximately 35% (385,000),
and Hispanic patients about 12%
(130,000).~ Survey data confirm a 40%+
smoking prevalence rate among White
patients and 20%+ prevalence among Black
pregnant smokers.g Because the incidence
of low birthweight (5%)' among Hispanic
women is one of the lowest rates in the
U. S. and smoking prevalence is also low
(15%), they were excluded from this
analysis. Also, no study has documented
the efficacy of cessation methods for
Hispanic maternity patients who smoke.
Estimated Behavioral Impact of
Dissemination

The Medicaid maternity cohort
typically .receives  only verbal advice to
quit and information about the risks of
smoking and the benefits of quitting.lO-ll
While population studies of the smoking
behavior and cessation rates during
pregnancy of the Medicaid cohort are not
available, public health evaluation
studies12‘13  confirm a smoking cessation
range of 2% to 4% from exposure to
clinic advice and information.

Evaluation studies12-13  conducted in
public health settings confirm that
among pregnant smokers who are provided
efficacious health education methods
tailored to their needs, the cessation
rate can be increased from 4% to 18% to
20% among Blacks and from 2% to 10% to
14% among Whites.
Estimated Impact of Dissemination on Low
Birthweight

Estimates of population
attributable risk (PAR) were used to
calculate the impact on low birthweight
(LBW) incidence of routine use of
"tested" health education methods. In
our analysis we used a smoking
population attributable risk (SPAR)2 of
30% (White) and 25% (Black) to calculate
the potential impact of smoking behavior
change on LBW incidence among the
Medicaid cohort. In 1990 the LBW rate
for the Black Medicaid patients was
approximately 15% and White Medicaid
patients about 9%.'
Estimation of LBW Associated Medical
Care Costs

The full impact of smoking, both
qualitatively and quantitatively, cannot
be characterized by one indicator. The
emotional and financial impact of a LBW
infant to its family is considerable.
However, costs associated with the
delivery of a LBW/premature infant
represents one of the most prominent
outcomes associated with smoking during
pregnancy. In this analysis, we used
the Office of Technology Assessment
(OTA) estimate of the net incremental
health care costs with discounting of a
LBW birth in 1986: $9,000 -- low
estimate and $23,000 -- high estimate.'
These estimates included three
components: 1) hospitalization and
physician costs at birth; 2)
rehospitalization costs in the first
year of life (hospital costs only); 3)
long-term health care costs of treating
a'LBW infant.5 These estimates were
adjusted to 1990 dollars using the
Consumer Price Index -- Medical Care
Component of the Department of Labor
Statistics: 5.8% -- 1987, 6.9% -- 1988,
8.5% -- 1989, and 9.6% -- 1990. The
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discounted, inflation adjusted estimates
used in our calculations were $14,645
(low estimate) and $37,431 (high
estimate).

RESULTS
Behavioral Impact -- Cessation

The potential behavioral impact of
health education methods for the
Medicaid cohort were derived using the
following process. Quit rates from the
literature"-I1 were examined to determine
their validity and consistency. Because
these rates were derived from studies in
which specialists provided the methods,
they represent Efficacy rates.
Estimates of the potential impact of
routine use were derived by reducing the
efficacy rates by approximately 25%.
The result represents an Effectiveness
rate: quit rates likely to be observed
in routine practice when the methods are
delivered by normal staff. An
additional 26,840 patients might be
helped to quit smoking.
Impact of Dissemination on Low
Birthweight Incidence

Data in Table 1 reflect estimates____~
of impact on the incidence of LBW from
the routine delivery of these methods to
Medicaid pregnant smokers. Smoking
attributable risks,2  25% for Black
patients and 30% for White patients,
were used to estimate the number of
smoking attributable LBW infants. The
potential rate was derived by
multiplying the current LBW births for
Blacks (50,050) and Whites (43,500) by
the smoking attributable risks for each.

These totals were multiplied by the
current LBW rates9 (Black -- 14.3% and
White -- 8.7%) to obtain the annual of
number of preventable LBW births. As
shown, 1,789 Black and 1,135 White LBW
births might be prevented by
dissemination.
Estimated Economic Impact of
Dissemination

If we were able to reduce the
incidence of LBW from increased
cessation, medical care costs incurred
by the treatment of these LBW infants
would be reduced (See Table). These
estimates are attenuated so as to not
over estimate the potential reduction in
medical care costs. As noted, estimates
of the economic benefit were based on
the OTA discounted and inflation
adjusted data: $14,645 (low estimate)
and $37,431 (high estimate).5 In order
to produce a conservative estimate of
the economic benefits, we attenuated our
estimates by 20% and rounded the
estimate to the nearest thousands. The
low estimate of $14,645 was reduced to
$12,000 and high estimate of $37,431 was
reduced to $30,000.
Economic Benefit of Cessation

Using $12,000 (low) and $30,000
(high) per birthweight prevented, the
estimated excess medical care costs of
the 2,924 smoking attributable LBW
births is $35,088,000  (2,924 x $12,000)
and $87,720,000  (2,924 x $30,000). The
Black low estimate is $21,468,000  (1,789
x $12,000) and high estimate is
$53,670,000 (1,789 x $30,000). The
White low and high estimates are
$13,620,000  (1,135 x $12,000) and
$34,050,000  (1,135 x $30,000).

TABLE 1
Estimated Impact of Dissemination of

Tested Smoking Cessation Methods to the 1990 Medicaid Cohort

Black White Total

A . Behavior Ixpact--Pregnant  Smokers
1. Current Annual Cessation 4.0% 3,080 2.0% 4,400 3.0% 7,480
2. Potential Annual Cessation 16.0% 12,320 10.0% 22,000 12.0% 34,320

B. Obstetrical Impact--Low Birthweight Infants
1. Number of LBW Infants 14.3% 50,050 8.1% 43,500 11.0% 93,550
2. Potential LBW's Preventable 13.8% 48,261 8.5% 42,365 10.7% 90,626

Smoking Attributable

C. Economic Impact --Low Birthweight Infants
1. Excess Cost LBW Prevented LOW $12,000 High $30,000

Black White Total

2. Total Excess Cost
LBW Prevented

Low $21,468,000 L O W  $13,620,000 L O W  $35,088,000
High $53,670,000 High $34,050,000 High $87,720,000

3. Total Intervention Cost $539,000 $1,540,000 $2,079,000
(77,000 x $7) (220,000 x $7) (297,000 x $7)

4. Cost to Benefit Ratio LOW 1 : $40 LOW 1 : $9 LOW 1 : $17
High 1 : $100 High1 : $22 High1 : $42
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These cost benefit estimates of
dissemination are calculated to
determine the net cost difference --
economic benefit minus cost -- among all
297,000 patients who would receive the
intervention rather than only patients
who stopped smoking. Cost estimates to
deliver the standardized intervention
are based on expenditures of personnel
time and materials. Because an agency
perspective was used,14,15*16  patient time,
facilities cost, and intervention
development costs were not utilized in
our estimates. A nurse would be the
usual patient educator. A salary (1990
dollars) of $30,000 plus a fringe
benefit rate of 20% was used to estimate
staff cost ($36,000 per year/2080 hours
= $17.31 per hour). Personnel costs for
routine delivery of a 10 minute
intervention at the first prenatal visit
and follow-up reinforcement (five
minutes) would be about $4.33 per
patient ($17.31 x 0.25). Each patient
would receive and be taught how to use a
cessation manual such as A Presnant
Woman's Guide to Quit Smokinq.17
Although this cessation guide's cost is
approximately $5.00, large volume
printing (5,000 copies) would reduce the
materials to about $2.00 per patient.
Other materials, reproduction, and labor
costs are about $0.40. The total cost
per patient is about $7.00. The cost
for the estimated 297,000 pregnant
Medicaid smokers is approximately
$2,079,000  per year.

Our Cost Benefit Ratio (CBR)
analysis reveals a low estimate of $1 :
$17 and high estimate of $1 : $42. The
corresponding Black and White low and
high estimates are: $1 : $40 (low) and

::
: $100 (high) and $1 : $9 (low) and
: $22 (high), respectively. The net

benefit minus cost difference is
$33,009,000  (low estimate) and
$85,641,000  (high estimate) in favor of
the intervention. An observed
difference in net benefit minus cost
difference was observed by race. The
difference was more favorable for Black
patients.
Sensitivity Analyses

Sensitivity analyses were performed
of the cost benefit of dissemination.
We varied intervention costs from $7.00
(low estimate) to $14.00 (high
estimate). We varied the estimates of
smoking attributable risk. Smoking
attributable risk for Black patients was
reduced from 0.25 to 0.20 and for White
patients was reduced from 0.30 to 0.25.
The estimated impact of dissemination on
the number LBW infants was reduced from
2,924 to 2,377.

Costs for personnel and materials
to provide the intervention will vary
between states. If the intervention
costs were increased by lOO%, $7.00 per
patient to $14.00 per patient, the total

cost to deliver the intervention to the
297,000 pregnant smokers is $4,158,000.
The overall CBR is low estimate = $1 :
$7 and high estimate = $1 : $17. The
net difference between benefit and cost
still favors the intervention:
$24,366,000  (low estimate) and
$67,157,000 (high estimate). CBRs for
Black patients are: low estimate -- $1 :
$16 and high estimate -- $1 : $40. CBRs
for White patients are: low estimate --
$1 : $4 and high estimate -- $1 : $9.
DISCUSSION

Studieslo-n have demonstrated the
efficacy of self-help smoking cessation
methods in multiple settings. Cost-
effectiveness14  and cost benefit13 of
these methods have also been documented.
Smoking prevalence among women of
childbearing age, especially those who
use public health maternity clinics
(35%), has decreased very slowly,
approximately one-half percent per year,
during the last decade.6*g The LBW rate
among the Medicaid population has
remained stable for the last 10 years.'
Accordingly, the dissemination of
efficacious smoking cessation methods to
all groups of pregnant women should be
one essential step to help achieve state
and national objectives: Year 2000
Objectives for smoking prevalence -- 10%
and LBW -- 5%.6 The Medicaid maternity
cohort, annually one-fourth of the
pregnant women, should represent a major
target group for dissemination of tested
methods for pregnant smokers.*

These analyses indicate that
dissemination and routine use with the
Medicaid cohort has the potential to
reduce the smoking prevalence rate and
produce an additional improvement in the
LBW rate. An additional 26,840 pregnant
smokers might be assisted in stopping
smoking. These outcomes could be
achieved at a low cost -- $7.00 to
$14.00 per patient. The potential for
cost savings from reductions in LBW
appear to be substantial, even if the
lower SPAR and CBR estimates were
observed.

Results of sensitivity analyses do
not affect the conclusions derived from
these estimates. Variations in the
smoking attributable risks, intervention
costs, inflation, and discounting, do
not substantially change the estimated
cost benefit and cost savings of
dissemination of these methods for the
Medicaid cohort. If the intervention
costs were increased by 100% and smoking
attributable risks for Black and White
patients were reduced to 0.15 and 0.20
respectively, the CBRs are higher than
the $1 : $3.4 CBR estimates of the
Institute of Medicine for prenatal care.'

These estimates should, however, be
interpreted with some caution. The
behavioral change rates used in this
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analysis to estimate the potential
impact of dissemination and routine use
were derived from multiple clinical
trials. While the efficacy (cessation)
rates were attenuated prior to use in
our cost calculations, other major
factors, in addition to smoking,
contribute to LBW. These include
prenatal nutrition, genetics,
demographics, socio-economic status, and
substance abuse.l'  The impact on LBW of
quitting smoking will be diminished when
other factors such as these are present.

In order to achieve the quit  rates
used in our estimates, it also assumes
that 90% or more will receive the
methods and two-thirds will use the
methods. While the etiology of LBW is
complex and solutions are multi-
dimensional, our analyses present strong
support for dissemination and routine
use of low cost smoking cessation
methods to reduce LBW attributable
medical care costs of the Medicaid
cohort.

REFERENCES
1. U.S. Public Health Service. Smoking

and Health. Report of the Advisory
Committee to the Surgeon General of the
Public Health Service. Department of
Health, Education, and Welfare, Public
Health Service, Center for Disease
Control, DHEW Publication No. 1103,
1964, 387 pp.
2. U.S. Public Health Service.

Reducing the Health Consequences of
Smoking -- 25 Years of Progress. A
Report of the Surgeon General.
Department of Health and Human Services,
Public Health Service, Centers for
Disease Control, DHHS Publication No.
89-8411, 1989, 703 pp.
3. U.S. Public Health Service. The

Health Benefits of Smoking Cessation: A
Report of the Surgeon General.
Department of Health and Human Services,
Public Health Service, Centers for
Disease Control, DHHS Publication No.
90-8416, 1990.
4. Institute of Medicine, Committee to

Study the Prevention of Low Birthweight.
Preventing Low Birthweight. Washington,
D.C.: National Academy Press; 1985.
5. Office of Technology Assessment.

Health Children: Investing in the
future. Washington, D.C.: Office of
Technology Assessment: 1988. OTA-H-345.
6. U.S. Public Health Service. Healthy

People 2000: National Health Promotion
and Disease Prevention Objectives.
Washington, D.C.: Department of Health
and Human Services; 1991. DHHS/PHS 91-
50213.

7. Kleinman  J, Mitchell B, Madan JH, et
al. The effects of maternal smoking on
fetal and infant mortality. Am J
Epidemiol. 1988; 127 (2): 274-282.

8. Robert Pokras. National Center for
Health Statistics, March, 1993, personal
correspondence.
9. Fichtner RR, Sullivan KM, Zyrkowski

CL, Trowbridge FL. Racial/ethnic
differences in smoking, other risk
factors, and low birth weight among low
income pregnant women, 1978-1988. MMWR.
1990; 39: 13-21.
10. Windsor RA, Orleans CT. Guidelines
and methodological standards for smoking
cessation intervention research among
pregnant women: improving the science
and the art. Health Educ Q. 1986; 13:
131-161.
11. Windsor RA, Boyd NR, Orleans CT, et
al. A meta-evaluation of smoking
cessation intervention research among
pregnant women: improving the science
and art. Health Educ Q. In review.
12. Windsor RA, Cutter G, Morris J, et
al. The effectiveness of smoking
cessation methods for smokers in public
health maternity clinics: a randomized
trial. Am J Public Health. 1985; 75:
1389-1392.
13. Windsor RA, Lowe JB, Perkins LL, et
al. Health education methods for
pregnant smokers: its behavioral impact
and cost benefit. Am J Public Health.
1993; 83: 201-206.
14. Windsor RA, Warner K, Cutter G. A
cost-effectiveness analysis of self-help
smoking cessation methods for pregnant
smokers. Public Health Rep. 1988; 103:
83-89.
15. Warner KE, Lute  BR. Cost-Benefit,
Cost-Effectiveness Analysis in Health
Care: Principles, Practices, and
Potential. Ann Arbor, Michigan: Health
Administration Press; 1982.
16. Russell LB. Evaluating Preventive
Care: Report on a Workshop. Washington.
D.C.: Brookings Institution; 1987.
17. Windsor RA, Smith DY. A Pregnant
Woman's Guide to Quit Smoking. 4th
Edition. Birmingham, Alabama: EBSCO
Media; 1991.

18. Kramer M. Determinants of low birth
weight: methodological assessment and
meta-analysis. Bull WHO. 1987; 65 (5):
663-737.

434



THE OREGON MEDICAID PLAN:
PRIORITIZING HEALTH SERVICES USING DATA AND VALUES

Barry F. Anderson, Portland State University

The 1989 Oregon Basic Health
Services Plan (SB27, SB935, SB534)
established a Health Services Commission
(hereafter, the Commission) and charged
it with reporting to the Governor and the
Legislature "a list of health services
ranked by priority, from the most
important to the least important,
representing the comparative benefits of
each service to the entire population to
be served". It also required the
Commission to "actively solicit public
involvement in a c.ommunity meeting
process to build a consensus on the
values to be used to guide health
resource allocation decisions.1'

The Commission began by dividing its
task into fact and value components.
Fact judgments regarding prediction of
health states with and without treatment
would be made by health care experts.
Value judgments regarding preferences for
health states would be made by
representatives of the public. In this
way, the Commission would be able to meet
the legislative requirement to use public
values to guide the allocation process
and, at the same time, avoid the serious
but all-too-common error of asking the
public to evaluate alternatives directly.

Public Judgments of Value

At 47 community meetings held
throughout the state, 1048 participants
identified as important the following 13
values: Prevention, Quality of Life,
Cost Effectiveness, Ability to Function,
Equity, Effectiveness of Treatment,
Benefits Many, Mental Health and Chemical
Dependency, Personal Choice, Community
Compassion, Impact on Society, Length of
Life, and Personal Responsibilityl.
These were used qualitatively, as a
checklist, to guide the structuring of
the prioritization process.

In a random-sample telephone survey
of 1001 persons, health-related quality
of life was evaluated in terms of the
Quality of Well-Being Scale','. The QWB,
developed by the National Center for
Health Statistics to operationalize the
World Health Organization's definition of
l'health",  measures health-relatedquality
of life in terms of three function
scales, Mobility, Physical Activity, and
Social Activity, and 23 symptoms, e.g.,
"trouble learning, remembering, or
thinking clearly". The QWB was selected
by the Commission because it has been
reasonably well validated4*'*', is
relatively simple to administer, places
morbidity and mortality on the same
iscale, and discriminates well over the
full range of health states.

The results from the telephone
survey were highly similar to those that
Kaplan had obtained in face-to-face
interviews, with the exception of three
items. If these three items are
excluded, the correlation between the
Oregon weights and Kaplan weights is .92.
On one function item, however,
(confinement to a bed or wheelchair) the
Oregon weight was higher than Kaplan's;
and two symptom items (loss of
consciousness and paralysis or fracture
of the leg) the Oregon weights were
lower. The Oregon weights for these
three items were confirmed, and the
Kaplan weights disconfirmed, by
independent judgments obtained from
Commission members. The difference
between the Kaplan and Oregon methods of
analysis may account for the differences
on these items. Kaplan employed
regression analysis on a data set with
unknown multicollinearity and arbitrarily
assigned any ambiguous weight to
symptoms, rather than functions7. The
Oregon method, on the other hand, avoided
ambiguity in the weights by focusing on
differences between matched scenarios.
It can thus be argued that the results of
the Oregon telephone survey are at least
as valid as those obtained by Kaplan from
one-on-one interviews.

Expert Judgments of Fact

The QWB served as the interface
between the quantitative public judgments
of value and expert judgments of fact.
Health experts stated the probable
consequences of treatment and non-
treatment in terms of the same functions
and symptoms to which representatives of
the public had assigned QWB weights.
Panels of licensed health care providers
in over 54 specialty areas projected the
probable consequences of designated
treatments for specific conditions'.
Experts expressed consequences in terms
of up to five probabilistic scenarios,
specifying each scenario in terms of QWB
functions and symptoms, duration of
health state, and scenario probability.
The use of multiple scenarios made it
possible to take into account the
probability of return to previous health
state (including spontaneous remission),
the probability of death, and the
probabilities of various levels of
morbidity (including side effects of
treatment).

The Benefit/Cost Formula

Ideally, the fact and value data
would be combined by means of a formula.
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A formula would make the basis for
prioritization explicit, could be
implemented by computer to handle large
data sets and support sensitivity
analyses, and would yield a single number
to serve as the basis for ranking. In
addition, a formula would decompose the
problem into simpler problems, making it
possible to assign judgment tasks to
appropriate persons and enabling
individual judges to take more complete
and appropriate account of relevant
information.g,lO*ll.

The initial formula was a
benefit/cost ratio, commonly used in
c o s t - e f f e c t i v e n e s s
Prioritization on

analyses.
the basis of

benefit/cost ratios assures the maximum
benefit for the dollars expended12,
provided all funds are expended and there
are no significant synergisms. In the
present case, all funds would be
expended; and, to minimize synergisms,
tUtreatmentt' was defined comprehensively
to include diagnosis, drugs, and durable
medical equipment, in addition to the
primary treatment.

The version of the formula that the
Commission initially sought to implement
is as follows:

B/C = I: pQALYS+  - x pQALYS  ’

c o s t s +  - costs0

” QALYS " refers to Quality-Adjusted Life
Years, which is computed by summing QWB
over remaining years of life. The
Quality-Adjusted Life Year (QALY) is the
measure of level and duration of health
benefits that is in general use12.  Loomes
and McKenzie13,
acknowledge

even after criticizing it,
they know of no better

measure, and Menzel14,  after weighing
several .competing arguments focusing on
the duration component of QALYs, arrives
at a similar conclusion. Ideally, QALYs
would be computed by determining some
measure of health status, such as the
Qm, for each year and summing across
years. As an approximation, QALYs were
computed by multiplying "representative"
QWB following treatment by duration in
years, where "representativetl  QWB was
taken to be that present five years after
treatment.

Multiplying QWB by the number of
years over which the condition continues
assumes, in effect, that QWB is constant
over time. Gafni & Torrance" have
suggested two other possibilities:
adaptation and sensitization. If people
become adapted to a loss, the amount by
which QWB diminishes is
function of time.

a decreasing
If, on the other hand,

people become increasingly incapacitated
by the loss, the amount by which QWB
diminishes is an increasing function of
time. The fact that no non-trivial
relationships were found in the survey

between amount of experience with a
condition and rated importance of that
condition provides some support for the
assumption that QWB does not change with
time.

Expected QALYS is computed by
multiplying the probability of each
scenario by the QALYS for that scenario
and then summing over scenarios.
Expected utility is widely accepted as
the rational way to take account of
multiple probabilistic scenarios ’
decision makingIs. In the formultn
II ALYS'"Q refers to QALYS with treatment,
and ItQALYSo"  refers to QALYS without
treatment. By subtracting QALYS'  from
QALYS', the formula focuses specifically
on the marginal effects of treatment,
with the result that a health service
provided to a disabled person would have
precisely the same marginal benefit as
that same health service provided to any
other person. The numerator is, thus,
expected QALYS with treatment minus
expected QALYS without treatment. The
denominator is the cost of treatment
minus the cost of non-treatment, though,
ideally, it would be expected cost with
treatments minus expected cost without
treatment. In some cases, it may be more
costly not to provide a treatment than to
provide it.

The Categories

The Commission changed its basis for
prioritization a number of times. Early
on, the .Commission  shifted its attention
from the 709 condition-treatment pairs to
a grouping of these pairs into 17
categories, based on probability of
death, expected improvement in QWB, and
whether the condition was acute or
chronic'. These categories were ranked
on the basis of three attributes:
Benefit to the Individual, Benefit to
Society, and Basic Health Care. These
three attributes were, in turn, based
judgmentally on overlapping sets of the
13 values identified at the community
meetings and were evaluated entirely by
the members of the Commission, without
distinguishing formally between facts and
values. (There is no evidence that all
these values actually influenced
Commission judgments. On the contrary,
there is abundant external evidence17*1e*1g
to suggest that the human mind is
incapable of processing wholistically  as
much information as evaluation of the
categories would have required.) To rank
within categories, a reduced version of
the formula was employed.

Thus began a gradual decline in
which duration of benefit, all measures
of morbidity and eventually even the
categories were dropped from
consideration, and the combining rule
deteriorated from the B/C ratio to a
noncompensatory, lexicographic decision
ruleZo.
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I What led the Commission finally to
abandon both the categories and the
formula was pn?ssure from the federal
government, whiqh  directed that quality
of well-being not be taken into account
at all! But what led the Commission to
distrust the formula initially were
discrepancies between the ranking
produced by the formula and that
suggested by intuition. Three categories
of discrepancies merit discussion:
efficiency, benefit to society, and the
QWB.
Efficiencv. In evaluating health
services, members of the Commission were
unaccustomed to dividing benefits by
cost, probably because such division is
ordinarily inappropriate for clinical
decisions. It was clear from a number of
exercises * which
participated'fhat

the Commission
they tended not to take

costs into account and, when thinking
directly about costs, greatly
underestimated them. At the extreme,
Hadorn has argued vigorously for ignoring
costs, altogether'l.

Yet Beauchamps 6r Childress";  Eddy2';
Weinstein & Stasonl'; and many others have
argued effectively for incorporating
costs. For example, while a single heart
transplant and a single appendectomy each
save one life, the $300, 000 it costs to
save one life by means of a heart
transplant would save 37 lives if spent
on appendectomies. Edd? has made the
point well: "If you want to check the
results against your intuition, You
should compare the volumes of different
services that can be offered with a
particular amount of resources" (p.
2138). Beauchamp and ChildressZ2  argue
that cost-effectiveness analysis and its
near relatives "may be morally required
if they can help make reasoned
assessments and judgments about trade-
offs more perspicacious than
otherwise might be" (p. 228). Weinst%Ey
Fineberg, et al.24 state that "Above all,.
economic concerns bring into play the
perspective of 'society,' or the
aggregate of all patients present and
future" (p. 229). In practical contexts,
use of benefit/cost ratios, by improving
the decision process, have been shown to
increase enormously the actual benefit
realized per dollar spenta5.

Cost-effectiveness analysis is
considered by many to be inappropriate
for decisions involving human lives
because of the great weight placed on
cost factors. However, cost-
effectiveness analysis places no weight
at all on cost vis-a-vis human life and
health. All measures of benefit are in
the numerator of the B/C ratio. The role
of cost in the denominator is solely to
ensure the greatest benefit, in terms of
human values, given the available
budgeted resources. At no point are cost
factors traded off against non-cost
factors (as they would be in benefit-cost

analysis).
Benefit to societv.  An intuitive review
of the formula-produced ranking suggested
adding to the formula a judgmental
component for effects on the treated
individual's family and on the larger
society. This component would have
included control of contagious diseases,
increases in productivity, decreases in
crime, and control of population. Before
this could be attempted, however,
attention had turned to the categories.
The OWB ratinas. An intuitive review
also suggested that too much weight was
placed on trivial conditions, such as
wearing eyeglasses. Subsequent research
suggested that this was a consequence of
employing a numerical rating method,
rather than a tradeoff judgment method.
For example, the mean rating for
eyeglasses is .05 on a scale that extends
from 0 for death to 1.00 for good health,
yet not one person out of over 100 tested
would trade one life for as few as 20
eyeglasses! In general, the tradeoff
method places less weight on conditions
ordinally far from death and greater
weight on conditions close to death.
Eddyz3 and Menzel26 have suggested that the
tradeoff method is to be preferred for
public policy decision making, because it
is more meaningfully related to the use
to which the judgments will be put,
allocating health benefits across people.
In addition, it is subject to fewer
judgmental biases2' and seems
discriminate more appropriately amok:
health states.

Recommendations

The Commission should revisit the
formula and attempt to refine it. In
particular,
be

tradeoff methodology should
considered for measuring health

status, whether or not the QWB is
employed, and thought should be given to
adding a judgmental component for benefit
to society. Unlike the category system,
the formula analyzes the problem in a
manner that allows judgment tasks to be
assigned to appropriate,persons,  enables
individual judges to take more complete
and appropriate account of relevant
information, and opens the prioritization
process more fully to public review, and
it combines information in a manner that
should result in greater health status
benefits. These strengths are too great
to be given up lightly.
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DISCUSSION: ETHICAL ASPECTS OF RATIONING BASED ON COST-BENEFIT ANALYSES

Paul T. Menzel, Pacific Lutheran University

Economic analyses of health care
often raise thorny conceptual and
ethical issues. It is crucial that in
doing, publicizing and using them we are
aware of both their economic and ethical
limitations. I will comment on a number
of such limitations in the papers in
this session by David Hamburger, Douglas
Murray, and Barry Anderson.

Hamburger concludes that Medicaid
provision of child safety seats and seat
belts would pay for itself in the long
run. He appropriately notes the
sensitivity of that conclusion to his
assumptions about those devices'
effectiveness and the degree to which
they would be used. He also notes the
sensitivity of his analysis to the
distinction between direct and indirect
net costs. If only direct net costs
(direct costs minus direct savings) are
considered, the maximum cost-effective
price ("break-even cost") of a safety
seat is only $17.58, hardly close to the
$35 Medicaid would actually have pay to
provide one. Once indirect net costs
are included, however (e.g., the savings
in later earnings not lost by the injury
of a child), the break-even cost becomes
$84.31 and the $35 actual price a
bargain. So his conclusion is highly
dependent on the correctness of his
estimate of indirect costs.

Here two problems may afflict his
calculations. First, the indirect
savings in otherwise forgone earnings
not lost should be time-discounted (he
does not). That discounting will lower
the estimated savings from preventing
children's injuries. Second, the net
savings from preventing a young child's
death are lower than from preventing the
death of a teenager: one has to invest
more in supporting a younger child
before she gets to the the earning
stage.

But in any case, we undoubtedly
ought to prevent these injuries even if
the break-even cost is less than what we
have to pay for safety seats. After
all, the most important thing has yet to
be considered: the value of the reduced
pain and suffering and the preserved
life that the safety seats accomplish.
Hamburger, of course, knows this. My
concern, however, is that we ought to
write and talk about our cost-
effectiveness analyses as if they were
not just part of a cold, mechanical
calculation. Cost-effectiveness
analysis should serve only to clarify
our choices that involve other less
quantifiable factors. If society sees
us as using cost-effectiveness as a
method unto itself, it will get rightly
suspicious that we are resorting to the
easy crutch of a precise, numerical

method to the detriment of the human
values involved.

The general applicability that
Hamburger alleges for his model is also
more treacherous than he may think.
Used on elderly or near-elderly
populations, we run into another issue.
While saving younger lives creates
indirect savings (preserved later
earnings), saving lives much later in
life does almost the opposite: greater
pension pay-out obligations, and greater
health care expenses incurred in the
extended years of life. This is why
smokers, for example, cost the rest of
the population very little money; the
extra costs they run up in health care
for smoking related diseases, in lost
worktime  from their illnesses, and in
the lost earning years from smoking
related mortality is almost completely
counterbalanced by the savings in dying,
say, at 70 instead of 80 (Manning et
al., 1989). Or to put it the other way
around, there are costs of quitting
smoking, or of not ever smoking: longer
likely years of retirement, requiring
considerably more pension payouts, plus
all the expenses for unrelated health
problems that nonsmokers still run into
in their 70's and 80's.

Murray's paper on the cost-
effectiveness of expanding Medicaid
elitigility for family planning services
may raise fewer questions about the
economic analysis itself, but it brings
us to the edge of even larger moral
guestions. What is left out in the
economic analysis alone, of course, are
questions like the following. In human
.terms,  what is a child worth? Enoush to
justify not planning its non-existence?
And in human terms, what is the
avoidance of an unwanted pregnancy and
'birth worth?

These are questions that should be
answered by parents who either choose to
have a child or avoid having one.
Economic analysis need not deny this for
a minute, but can in fact complement it.
If giving prospective parents more
choice by expanding the availability of
family planning services does not
compete for government funds with
something else because it saves the
state enough expense elsewhere, then of
course they should be given the widened
choice.

The one caveat here might be the
possibility that the cultural and
economic situation is one in which the
society badly needs more children--for
example, for its labor force. If it
did, though, its first choice should be
to encourage families to have children
(by sharing more the costs of

439



childrearing, e.g.), not fail to give
them a choice not to have children.

In any case, family planning
services ought to be driven
fundamentally by the value of parental
choice, not economic expense or saving.
Nothing, of course, that Murray says
denies this, but it is nonetheless
important for a cost-effectiveness
analysis like his to be placed against
this moral backdrop. It should not
appear to use it as a decision vehicle
by itself.

Anderson's analysis of the Oregon
plan is completely on target in trying
to separate more cleanly the roles of
scientific medical data on the one hand
and people's values about life and
health on the other. The Oregon plan is
probably indeed the mess that he
describes, laudable as the state's
attempt is to directly and publically
take up the rationing issue. For one
thing, the cost of services was
considered at first, but then because
the early commissioners could not stand
its effects on the prioritization
outcome, it got deleted. In the last
and current version of their
prioritization, cost get some role back,
but only in a lexically secondary place:
to break ties between treatments that
.are equally likely to prevent death.
Any number of examples can be
constructed to show that none of us
would choose such a principle if we
thought about it. Would anyone prefer
to be covered for one $1 million
treatment that cured a rare lethal
disease which we all had equal risk of
contracting, rather than be covered for
hundreds of very inexpensive treatments
that each reduced the risk of death from
their respective conditions by only 20
percent? The aggregate cost of one
coverage set is equal to that for the
other, but since the cost/treatment of
the things in the second one is so much
lower, each of us gains much more of a
total reduction in our risk of death
from it.

At an intermediate stage the
commissioners subjectively rated the
seventeen large categories of
condition/treatment pairs by not only
the conceptual benchmark of "benefit to
the individual" but "essential to basic
care.'! We should be using
considerations of benefit to individual
and society to form our judgments on
what basic care is, not importing pre-
existing judgments on that score at the
start.

Also at an intermediate stage the
Quality of Well-Being data was collected
by asking everyone without targeting
more intensively those who had some
experience with and real knowledge of a
condition. Questions ought also to have
been used that made much clearer the
trade-off uses to which the elicited

data would be put. Considering quality
of life is mandatory, even for the
disabled--they surely do not want a
treatment that greatly improves their
quality of life to get no credit in the
prioritization scheme [Menzel, 19921.

On all of that Anderson and I
agree. My one significant point of
disagreement with his analysis is on
something quite different. He claims
that the cost-effectiveness used at
points in Oregon's plan (and the greater
amount of it that he wouid.have
preferred) does not weigh dollars off
against life or health. This reflects a
standard point made by economists:
cost-effectiveness analysis (CEA) only
shows us how we can get more lifesaving
or health improvement for our money;
unlike cost-benefit analysis (CBA), it
does not tell us when to stop spending
on life or health, since unlike CBA it
does not assign a surrogate dollar value
to either.

The standard point is indeed
correct, but it does not so cleanly get
Anderson his claim about Oregon's plan.
The context of the CEA influenced
prioritization, is the need to draw a
line on what Medicaid provides with a
given amount of money appropriated by
the legislature. When Oregon
legislators and citizens see what
services got in and what got left out,
they are then left with the business of
deciding whether the amount of money
appropriated was sufficient or not. And
that, given that they have the cut-off
line that now results from a particular
appropriation right in front of them to
see, becomes a judgment about whether
the amount of health and life bought
with the services near the cut-off line
is sufficient to justify increasing the
appropriation or, on the other hand, so
meager that they should consider
reducing the total money available.

This is not an unusual context for
CEA. While CEA itself does not make any
value-of-life judgments, it is often
directly part of the process in which we
do have to make those kinds of
decisions. Those who do and use CEA
must own up to that or the society will
see them as insensitive technocrats who
pretend that some quantitative formula
solves our problems. CEA helps, often
immensely, to clarify what it is that we
are really doing with our money, but it
is no substitute for public discourse
about what life and health are worth in
terms of what assets we are prepared to
invest in them.
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MONITORING AND PRIORITIZATION OF CDC's CONSENSUS SET OF HEALTH STATUS
INDICATORS BY STATE HEALTH DEPARTMENTS IN THE UNITED STATES.

Sharon L. Zucconi, PhD; Catherine A. Carson, PhD; and Donald R. Mattison, MD
University of Pittsburgh,

In July 1991, a consensus set of 18
health status indicators (Table 1) and a
list of priority data needs to augment the
indicators were released by the Centers
for Disease Control and Prevention (CDC)
to assist communities in assessing their
general health statusl. These indicators
addressed the requirements of the Year
2000 Objectives Planning Act (Public Law,
1990) and Objective 22.1 of Healthy People
20002. The intent of these indicators was
to provide a broad indication of the
general health status of a community'.

Priority in selecting the indicators
was given to measures for which data are
readily available and that are commonly
used in public health'. It is not known
however whether these indicators are
actually being monitored within each
state. Particularly lacking in the
literature is an assessment of the
usefulness of the Consensus Set of Health
Status Indicators for monitoring health
status at the state and local level.

Therefore, we surveyed health departments
in the 50 states and the District of
Columbia to determine how the CDC's
Consensus Set of Health Status Indicators
are being assessed in the United States.

I. METHODS
A four-page survey was mailed to

directors of state health departments, as
well as the District of Columbia (D.C.),
to elicit information about efforts to
monitor and prioritize CDC's Consensus Set
of Health Status Indicators. Questions
were also asked about sources and
availability of data, as well as the
adequacy of funds available in the health
department to monitor the Consensus Set of
Health Status Indicators. Health
department directors were also queried
about their provision of data (mortality,
incidence and risk factor data ) to local
health departments and hospitals, and the
associated usual fees and frequency of
provision of these data.

Table 1

CDC's Consensus set of indicators* for assessing community health status and
monitoring progress toward the year 2000 objectives -- United' States, July 1991

Indicators of health status outcome Indicators of risk factors
1. Race / ethnicity-specific infant 14.

mortality, as measured by the rate
(per 1000 live births) of deaths
among infants c 1 year of age

15.
Death rates (per 100,000 populations)**
for:

2. Motor vehicle crashes
3. Work-related injury
4. Suicide
5. Lung cancer
6. Breast cancer
7. Cardiovascular disease
8. Homicide
9. All causes

16.

17.

Reported incidence (per 100,000 18.
population) of:
10. Acquired immunodeficiency syndrome
11. Measles
12. Tuberculosis
13. Primary and secondary syphilis

Incidence of low birth weight, as
measured by percentage of total
number of live-born infants
weighing c 2500 g at birth
Births to adolescents (females aged
10-17 years) as a percentage of
total live births
Prenatal care, as measured by
percentage of mothers delivering
live infants who did not receive
prenatal care during first
trimester
Childhood poverty, as measured by
the proportion of children c 15
years of age living in families at
or below the poverty level
Proportion of persons living in
counties exceeding U.S.
Environmental Protection Agency
standards for air quality during
previous year

*Position or number of the indicator does not imply priority
**Age-adjusted to the 1940 standard population
Source: Centers for Disease Control and Prevention. Morbidity and Mortality Weekly

Report. 1991; 40:449-451.
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Tabulations and frequency
distributions were used to describe state
health departments' compliance with CDC's
Consensus Set of Health Status Indicators.
Prioritization was indicated by low,
medium and high. A rank score was
computed by assigning a numerical value to
each category and summing the individual
scores for each indicator; 1, 2, and 3 for
low, medium and high, respectively.
Analyses were completed with the use of
Statistixe 4.0 for the PC (Analytical
Software, St. Paul, MN; 1992).

II. RESULTS
Thirty eight surveys (74.5 percent)

were returned as a result of the initial
mailing in the summer of 1992. A second
mailing in October 1992 yielded 8
additional responses, representing a
cumulative response rate of 90.2 percent.
A follow-up mailing to the 5 non-
responding states provided a cumulative
response rate of 100 percent.

Monitorins and Prioritization of Mortalitv
Indicators

As shown in Figure 1, the majority of
the Consensus Set of Health Status
Indicators are being monitored in all
states. In general, mortality indicators
are often monitored. However, only 73
percent of the states monitor work-related
injury deaths.

Monitorins and Prioritization of Incidence
Indicators

Practically all health departments
monitor indicators of AIDS, measles,
tuberculosis, and syphilis incidence,
which are diseases reportable to the CDC.
The reported monitoring and prioritization
of each of these indicators is depicted in
Figure 2.

Monitorina and Prioritization of Risk
Factor Indicators

As shown in Figure 3, the incidence
of low birth weight, births to adolescents
and prenatal care are being monitored in
nearly all states; these indicators were
considered the highest priority in most
states. However, only 45 percent are
monitoring poor air quality; childhood
poverty is being monitored in only 59
percent of the states.

Adeouacv  of Funds to Monitor Indicators
The survey elicited information about

the adequacy of funds available in state
health departments to monitor the
Consensus Set of Health Status Indicators.
Seventy-five percent of health departments
reported that insufficient funds are
available to adequately monitor these
indicators.

Figure 1. Monitoring and Prioritization
of CDC’s Consensus Mortality Indicators

S
t
a
t
e

D

%
S

5 0

45

40

35

3 0

25

20

15

10

5

0

48
46

Breast Lung MV CVD IMR  SuicideHomicide  A l l Work
CA CA Crashes Cause Related

m Monitor m High/Medium Priority

446



Figure 2. Monitoring and Prioritization
of CDC’s  Consensus incidence Indicators
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Figure 3. Monitoring and Prioritization
of CDCs Consensus Risk Factor Indicators
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Sources of Information Used to Monitor
Indicators

The most common source of mortality
indicator data was vital statistics. Two
exceptions are: 1) Fatal Accident
Reporting System (FARS) data and police
reports for monitoring deaths from motor
vehicle crashes; and 2) Worker's
Compensation data from the Occupational
Safety and Health Administration (OSHA).

Provision of Data to Local Health
Denartments  and Hosoitals

Data necessary for the monitoring of
health status indicators at the local
level are provided routinely by 36 states
(71 percent) and on a request basis by 35
(69 percent). The frequency of provision
of data depended on the type of data and
the organization requesting these data.
Data for the mortality indicators were
mor'e likely to be provided than either
incidence or risk factor data. Provision
of mortality and incidence data to local
health departments was reported by all
states with local departments. However,
risk factor data were often not available
at the county or community level.
Approximately one half of the states
provided data to hospitals. The majority
of health departments (n=34,  67 percent)
do not charge a fee for provision of data.
Several reasons were given for charges,
e.g., computer time, special requests,
photocopying charges, and personnel time.

III. DISCUSSION
This paper clearly demonstrates the

widespread use of CDC's consensus set of
18 health status indicators by state
health departments. However, it also
highlights problems in data collection,
maintenance and resource allocation to
effectively monitor these indicators.

In July 1991, a consensus set of 18
health status indicators and list of
priority data needs to augment the
indicators were released by the Centers
for Disease Control and Prevention (CDC),
to address Objective 22.1 of Healthy
People 2000. The Consensus Set of Health
Status Indicators were identified, in
part, because it was felt that data were
readily available at national, state, and
local levels. The results of this survey
indicate that data for some indicators may
actually not be readily available. And,
the availability of data had a major
influence on whether or not states placed
a high priority on the need to monitor,
and subsequent reported monitoring of
indicators.

Our survey assessed efforts by states
to monitor the indicators. It did not,
however, address the difficulty that local
health care reform initiatives may be
having in assessing the health of the
people in a given service area. As
previously noted, states were less likely
to monitor a given indicator if data were
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unavailable, perceived of lesser quality,
or of lower priority. Health care
institutions often lack the expertise to
monitor epidemiologically-based
indicators. Also, monitoring by health
care institutions requires the data to be
coded at the census tract or minor civil
division level so the data may be
aggregated for their specified service
area. This is often considered a special
request and data acquisition may not be
timely. Mortality statistics are often
viewed as poorer outcome measures because
of the large time span between
intervention and impact on the outcome,
i.e, death.

Sources of information used to
monitor each objective may vary for some
indicators i.e, motor vehicle crash
deaths, work-related injury deaths. The
use of different data sources introduces
the possibility of poor reproducibility of
rates; differences in rates across
communities may be due to different
sources of data rather than actual
discrepancies in events.

Differences in monitoring may be
artifactual, i.e, events may be recorded
but not considered an indicator unless
health departments actually use the
information for program planning and/or
resource allocation. For example, all
states have access to mortality data but
they may not be used for health status
indicators. The disparity between data
collection and use of data for program
planning and evaluation probably is
greater at the local health department
level. And, it is at the community level
that most program planning and evaluation
actually occurs.

States were often not monitoring two
of the indicators in the Consensus Set of
Health Status Indicators: childhood
poverty; and the proportion of persons
living in counties exceeding EPA standards
for air quality ("poor air quality").
One of the reasons for not monitoring
"poor air quality" may be due to a lack of
available data for counties, i.e, not all
counties have air quality stations. It
was frequently mentioned that census data
are available indicating the number of
children under 18 living in poverty.
However, the indicator is for children
less than 15 years of age living in
poverty. A solution to this problem would
be to either have current population
survey data compiled for children less
than 15, or change the indicator to the
proportion of children under 18 living in
families at or below the poverty level.

Objective 22.1 states that the value
of public health agencies in assessing the
health status of the population is
"enhanced when comparisons to some
benchmarks, such other
populations or to nataiSonal  norms

similar
can be

made 112(p.554)  The lack of targets !for some.
of the indicators may be a deterrent to



monitoring of the indicator, e.g., there
are no targets for three of the 18
indicators -- all cause mortality,
childhood poverty, and V1poor air quality".
Also, some of the available targets may
not be appropriate for a state, e.g., a
state with predominately white
population may Eat want a target for the
:~$a1 P;fziation,  but would need a target

the white
Conversely,

Population.
many states would need the

expansion of targets
specific indicators.

for race-ethnic
Although definitions

and national data have been recently
Published'  for the Consensus Set of Health
Status Indicators, technical support from
the CDC is needed to assist communities in
establishing local targets for the
indicators.

We found differences in the perceived
adequacy of funds available in each state
health department to monitor the COnSenSUS
Set of Health Status Indicators. These
findings suggest that in order to have
consistent data monitoring at the state
level, the Federal government should
provide funds to enhance data collection
abilities. Seven states have been given
Assessment Initiative Funds by the Centers
for Disease Control and Prevention' and
grants from foundations are being used to
enhance data collection efforts in several
states. However, while several states may
be receiving multiple sources of funding
to enhance their capacity to use data for
policy development and programmanagement,
many other states are not receiving any
funds.

Questions not addressed in the survey
that need to be further examined include:
usefulness of indicators in monitoring
health status of a community to assess the
effectiveness of health care reform
initiatives at a local level; and
evaluation of the form in which data are
given to local health departments, i.e.,
level of computerization, ease of use, and
how this affects the monitoring of
indicators at the local level.

As stated in Objective 22.1 the
indicators should include measures needed
for area-wide health planning and
allocating health resources among
programs, areas, or regions. "The
indicators should also provide measures
needed to judge the results of health
planning and to study changes in health
Over timel12(P*  554). This set of indicators
should be evaluated periodically to serve
as a broad indication of the general
health status of a community. The key to
evaluating progress and comparing results
across geographic, political, and
programmatic lines is comparability of
data. CDC's Consensus Set of Health
Status Indicators are widely recognized by
the states and are in effect being
monitored rather consistently, except for
only a few indicators. This is a first
step in achieving comparable data methods.

However, the St&US of these efforts
should be assessed often, as funding
changes  and indicators are revised.

The results of this survey are useful
for assessing the current and future
impact of the Consensus Set of Health
Status Indicators. They also indicate a
need for reSOUrCe allocation by the
Federal government to provide support to
health officials at national, state and
local levels for assessment of ihese.
health status indicators ’
fashion for comparison across':he

standard
nation

and for policy development and prograk
planning for preventive and primary health
services.
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A NONLINEAR  REGRESSION MODEL FOR THE PROJECTION OF
FORSRIJZCTRDRRALTR  STATUS  INDICATORS INTRS

Chun-Lo K. Meng, Carol J. Garrett and Joseph
Colorado Department of Health

Healthy People 2000 sets forth mY different
health status objectives for the nation. These
objectives, ranging franteenpregnancy  to heart dieease
deaths,franlowbirthweightto8uicide,pr0Adease?Aes
of well-definedandmsasurabletargets  forthe nationto
achievebytheyear  2000. As part of the state public
healthagency,wefeelitisalsoveryLnportanttodevelap
asetofhealthstatusobjectivesatthestatelevel. These
statelevelobjectivescanthenbeusedtonkmitorprogress
andassesstheeffectsofstatehealthplanningandpolicy
efforts.

weight (Figure
~ightbirthhasr6&ned~~SiX&  iDf!ClOradoSi..DCS

1980. It started as 8.2 in1980 andended  as 8.2 i.111991.
The national objective is to reduce low birth weight to
anincidenceofnomrethan5percentoftotalli~bi.&hs.

TheYear 20OOnationalobjectiveswareestablished
(as quoted fran Healthy People 2000) "through the
mhsensusofexpert@ysicians,plblic&alth~fessionals,
andepidemiologists"and"onthsbasisoftrendevaluation
and expert judgemsnt." There are four main approaches
to setting health status objectives at the state level:
(1) adopt the national objectives without change, (2)
adapt the nationalobjectivesto reflect state baseline
data; (3) coneult local experts; and (4) perfona trend
analysis. This papertookths last approach and used
statistical modeling to predict the expected values of
selectedhealthstatusiadicatorsfortheYear2OOO.  Theee
expsctedvalues  were then mapared to what the Colorado
objectives would have been had they bsen adapted fran
national objectives. Itishopsdthatthismathodcan
inform the establishment of health status objectives
appropriate for the state and provide an indication of
the effort needed to achieve the objectives.

We first calculated yearly levels of 16 selected
health status indicators for Coloradobyusingdata from
Colorado birth and death certificate files. These
indicators included incidence of low birth weight;
percentage of pregnant wunen receiving firsttrimester
prenatal care; fertilityrateamorqadolescentgirlsaged
15through17;  infantrrmtalityrate;neonatalmortality;
and age-adjusted death rate for cancer, lung cancer,
female breast cancer, coronary heart disease, stroke,
chronic obstructive pulmonary disease, diabetes,
unintentionalinjury,motorvehiclecrashes,hanicideand
suicide. The definitions of these health status
indicatorswereexactlythesameasthoseusedinEealthp
People 2000 and/or various articles plblished by NCRS.
U.S. 1940 population data were used as the &andard  for
the calculationof allawadjusted deathrates. Annual
percentages or rates as appropriate were calculated for

the period 1980 to 1991. Although  we did examine the
indicators for different race/ethnicity grcups, only
those for all races arepresentedhere.

During  this 12-year period, there were seven
indicators that showedno significant trend. They  were:

incidence of low birth weight; percentage of pregnant
wcmenreceivingfirsttrimesterprenatalcare;andage-
adjustedrate for total cancer, breast cancer, diabetes,
homicide, and suicide. Therefore, notrehdanalyseswere
done for these indicators. Wedid,however,canparethe
latest Colorado data to national objectives to see if
national objectives would be appropriate for Colorado.

For sane of these seven indicators, the national
objectivemaybedifficult forColoradot0  achievebythe
Year2O~.?mexampleofthisistheincidenceoflowb~h

EXPECTED VALURS
YEAR 2000

D. Carney

1). The percentage of births with low

This implies a 27.5 percent reduction fmnthe baseline
year of 1987 to the Year 2000. If we apply the saue
psrcentage reduction to Colorado's 1987 bassline rate,
thentheobjectiveforColoradowuuldbe5.7percent. This
method of adapting national objectives to Coloradowill
be called “same percentage reduction"mthodandwillbe
usedthroughoutthispaper.  In Figurel,the  barlabeled
%ational  objective" indicatesthevalueoftheYear20OO
national objective; the bar labeled with "sams  percent
reduction" represents the Colorado objective when the
percentage reduction for the nation fran1987to  2OOU  is
applied to Colorado data. Roth national and Colorado
objectivesforlcwbirthweightincidencearenuchlawer
than what the Colorado rates have bsen since 1980.

Figure 1.

Percentage of Births with Low Birth Weight
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For suns other indicators, Colorado had already
achieved the Year 2000  national objective. Anexample
of this is the age-adjusted hanicide rate. Colorado*5
age-adjusted death rate for hanicide was also fairly
stable during the 12-year period with a rate of 6.3 in
1991 (Figure 2). The national objective is 7.2 forthe
Year2OOO;theC!oloradoobjectivewouldbe5.2ifthesam
percentagereductionware  applied.

Figure 2.
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Thosehealthstatusindicators forwhichsignificant rate, on the other hand, did show a significant upward
trends were identified during the 1980s andearly 1990s trend. Alinear~ssionmodelwasappliedtothefeMle
include the fertility rate among adolescent girls aged data(adjustedR2=O.85andt=8.0)andthepredictedvalues
15 through 17; infant and neonatalmrtality rates; and for males were derived by using 3-year moving .average
age-adjusted deathratee forlungcancer, coronary heart method. The predictedvalues forthetotal age-adjusted
disease, stroke, chmnicobstructivepllm~~disease lung cancer death ratewerethemighted-average ofmle
(WPD), unintentional injury, andmotorvehicle crashes. andfemalepredictedvalues.  TheYear2OOOpredictedvalue
All these indicators show statistically significant would be 30.7 by using the method described above. The
upward or dumward trends during the 12-year period. A national objective is to slow the rise in lung cancer
sin@e regression time-series model was used for deaths to achieve a rate of no more than 42 per 100,000
forecastingpurposes. Thehealth status indicatorswere people. The objectivewouldbe 30.5 for Colorado if the
the aependent  variables. The year was used as the only Usameparcentageredudion"methodwereapplied.
independentvariable.  Linear&wellasvariousnonlinear
funckonal forms (loglinear,  semilog and polynanial,
etc.) were tried for each indicator and measures of
goodness of fit were canpamdto  determine whichoneto
use for the projection. For most of the indicators,
semilog specification had the best measures of goodness
of fit, including R-squared and t-value, for Colorad;,,
data. Paramster  estimates derived fran the regression'
model then were used to calculate the predicted values
of the health indicator for the Year 2000.

m1-__._ 1rrgura  s.

Age-Adjusted Lung Cancer Death Rate:
Colorado Residents, 1980-2000

Rate  per  100,ooa  Popul5uon
50 ,

The comparison of thepredictedvalues for Colorado
with the values adapted fmn the national objectives
yieldedthres  different results: (1)thepredictedvalue
was very close to the objective adapted from national
objective; (2)thepredicted valuewasnotveq closebut
wasinthesamedirectioneetheobjective;and(3)the
predictedvalueandobjectivewereindifferentdirections.
franthe  current point. Those indicators  that fall into
the first category include age-adjusted death rate for
stroke, lung cancer, OXD, infant mrtality rate, and
neonatal mortality rate.

Colorado's age-adjusted stroke death rate has
followeda amwthdownward trend sincethe198Os  (Figure
3). Theregressionresultsusingthesmilog functional
formand1980to1991dataindicatedanadjusted  R-squared
of 0.91 and t-value of -10.4. The predicted value for
the Year 2000 is 15.9 deaths per 100,000 elation.
Healthp  People 2000 targetsthenationalage-adjusted
death rite from stroke at no mre than 20 per 100,000
population. This represents a 34 percent reduction
between 1987 and the Year 2000. If this 34 percent
reduction-e appliedto thecolorado  rate of 1987, the
objective would also be 15.9 for the Year 2000.

Figure 3

Age-Adjusted Stroke Death Rate:
Colorado Residents, 1980-2000
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The trend for the Colorado age-adjusted rate of
chronic obstructive pllnbmary disease (Cow) deaths
(Figure 5) was skilar to that of lung cancer deaths.
A smilog regression was appliedto  female data for the
1980to1991period,  and significant statistical results
wBre obtained (adjusted R2=0.85, t=7.9). The male
Predicted values were franthemoving averagemethod.
Again, the predicted values for the total were the
weighted-averageofmaleandfemalepredictedvalues. The
predictsd value of COPD for Year 2000 is 35.2, and the
Coloradoobjectivewxzldbs37.0ifthe  “samepercentage
reduction" method were applied. Roth figures are
substantially  higher than the national objective of
slowingthe rise indeaths  franC0PDto arate of nomre
than 25 per 100,000 -le.

Figure 5.

Age-Adjusted COPD Death Rate:
Colorado Residents, 1980-2000
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The next example is the indicator of age-adjusted
lung cancer death rate (Figure 4). Although the rate
for male has been consistently higher than that for
females, nosignificanttrendwasidentifiedforthemale
rateduringthelz-year period.  The female age-adjusted
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In the last decade and the early 19908, Colorado's
infantmrtalityrate  had a basically downwardtrend  but
thevariation fromyeartoyearwas significant (Figure
6). Various nonlinear spscificationsweretriedto find
the most appropriate one. Thesemilogfunctionalfonn
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was the one that had the best goodness of fit result,
although the adjusted R-sguaredwas only 0.65 (t=-5.0).
The predicted value for Year 2000 is 1.4 as the result
ofthismodel.  Thenationalobjectiveis 7.OandColorado
objectivewouldbe  6.8ifthe“saraapercentagereduction"
msthod were applied.

Figure 6.

Infant Mortality Rate:
Colorado Residents, 1980-2000
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The Colorado resident neonatal mortality rate has
followed a smoother downward trendthanthat of infant
mortality  (Figure 7). A semilcg regression model
resulted  in an adjusted R-sguaredof 0.80 and+value of
-7.3, bothmeasureswere  higherthanthose for the infant
mortality model. The predicted value of the neonatal
mortality rate for the Year 2000 is 4.0 per l,OOO.live
births. Colorado objective wouldbe 4.lby  applying the
“samepercentagereduction"avathod;thenationalcbje&ive
is 4.5.

Figure 7.

Neonatal Mortality Rate:
Colorado Residents, 1980-2000
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Theage-adjusteddeathrateforstroke, lungcancer,
CORD, andthe  infantand  neonatalmxtalityraterepresent
fiveexampleswherethepredictedvaluesfransimpletime-
seriesregressionmodelswereveryclosetotheobjectives
adapted fran the national objectives by using “same
percentage reduction" method. Host of them also showed
verysignificantstatistical resultsas far asR-squared
and t statistics were concerned.

There is another group of indicators where the
statistical results (R2 andt-values) frantheregression
axodelswereguitegood,  butthepredictedvalueswerenot
close to the objectives adapted frun the national
objectives. Inatleasttwoofthethree,thedatasuggest
a structural change in the trend after 1990. Three

examples of this category are age-adjusted death rates
for coronary heart disease, total unintentional injury
and, motor vehicle crashes.

The first example is the indicator of age-adjusted
coronary heart disease deathrate (Figure 8). This rate
followed avery smwthdownwardtrend duringthe 1980to
1991period. Actually the statistical results fran the
semilognxodelwerethebest  arongalltheindicatorsthat
we tried. The adjusted R-squared is 0.96 andt-value is
-17.1. when the model is applied for the Year 2000
projection, the predicted value is 65.1. The national
objective istoreduce coronary heart diseasestonomxe
than 100 per 100,000 people. Although Colorado's age-
adjusteddeath rate franheart diaeasehas  alwaysbeen
lcwar than the national rate, the objective, 76.2
calculated from “same percentage reduction" method, is
still considerably higherthanthe predictedvalue fran
the model.

Figure 8.

Age-Adjusted CHD Death Rate:
Colorado Residents, 1980-2000
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The age-adjusted death rate fmn unintentional
injury has decreased steadily in Colorado over time
(Figure 9), reachingthe lowest  points in 1989 and1990
(both  were 29.6). It is too early tote11 if the higher
rate in 1991 (31.3) was a temporary variation or the
beginning  of anewtrend. A semilcgmodelappliedtothe
12-year data resulted in an adjusted R-sguarad of 0.91,
t-value of -10.8 and a predicted value for Year 2000 of
20.k. This predicted value is significantly lower  than
the national objective of 29.3 andColorado  objective of
28.2 calculatedfran“samepercentagereduction"method.
The large discrepancybetweenthepredictedvalue andthe
objective suggests that expert opinionhe reliedupmto
eet a realistic objective.

Figure 9.

Age-Adjusted Unintentional Injury  Death:
Colorado Residents, 1980-2000
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Rotor vehicle crashes accounted for nkxethan  half
ofthetotalunintentionalinjury deathsoverthe 12-year
period. Therefore,theage-adjusteddeathratefranmtor
vehicle crashes followed the samepattern as that of the
total unintentional injury deaths (Figure 10). Two
outlier points of 1980 and 1981 were excluded fran the
regressiontoimproveaccuracy. Althoughthestatistical
results fran the regression model wBre good (adjusted
R2=0.91andt=-9.6),  thepredictedvalueof 12.8i.s  again
significantly lower  than either of the objectives based
on national data. The national objective is 16.8 per
100,000 people and the Colorado objective wouldbe  16.3
ifthe"samepercentagereduction"methodwereapplied.

Figure 10.

Age-Adjusted Motor Vehicle Crash Death:
Colorado Residents, 1980-2000
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For the above three indicators, the canparisons
betueenthepredictedvalues  andobjectives adapted fran
thenationalobjectives  showsanedegreeof discrepancy.
Thedirectionof changeisthesame, hawever. Thenext
examplerepresentsacasewherethepredictedvalueand
the objective are in opposite directions.

The national objective for teen pregnancies is to
reducepregnanciesamngadolescentgirlsaged15through
17to nomore than 50 per 1,000 popailation. This implies
a 29.7 percent decrease f-1987. Roth live births and
induced terminations are included as pregnancies.
Underreporting and data incunpletenese have always been
major problms for the induced termination  file in

Colorado. We don't have enough confidence to use these
data as part of this health indicator. IMtead, teen

fertility, the number of live births with age of mother
as 15 to17 per 1,000 female population inthie agegroup,
isused. Duetothe different definitions, the absolute
Value  Of the MtiOMl objective (50) iS not appropriate
here. The percentage of reduction (29.7%) to 20.9 is
appropriateundertheassmptionthatinducedterminations
represent a constautproportion of pregnancy outcanes
overtime. Colorado's teen fertility rate, on the other
hand, has followed an upward trend since 1980 arriving
atarateof35.7 in1991.  lWononlinearregreesionmdele
were tried for the 12 years of data. Figure 11 shcws
that a semilog functional form yields an adjusted R-
sguared  of 0.69, t-value of 5.0 and predicted value as
39.1.

when the model was changed to the polynomial
functional form (Figure 12),bathadjustedR-squaredand
t-values improved greatly (R2=0.93  and t=-6.2 and 6.4,
respectively)butthepredictedvalueforYear20OOjuaped
to 61.5. Foreithermdel, thewide  gapbetweenpredicted
valuefrantrendanalysieaudtheobjectiveindicateethat
enormous efforts frm family, school, cammnity  and
public health agencies are neededto achievethetarget.

Figure 11.

Fertility Rate among Adolescent Girls Aged
15-l  7: Colorado Residents, 1980-2000
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Figure 12.

Fertility Rate among Adolescent Girls Aged
15-17: Colorado Residents, 1980-2000
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In suamary,  our application of simple time-series
regreesionmdelsto  stateleveldatatoderiveYear2000
predicted values for various health status indicators
suggests the following conclusions:

(1) Formostoftheindicators, theobjectivederived
franthe  “sampercentage reduction"msthodwouldbemore
appropriate for state use than the national objective
itself.

(2) Formanyoftheindicatorsinwhichsimothtrends
wereobserved inthepastdecade, thepredictedvalues
frantheregressionmodelareveryclosetotheobjectives
adapted fran national objectives. Gccd statistical
resultswerealso  obtained franthemdel. Theseresults
euggestedthattheadaptedobjectivawouldbereachedwith
noincreasedprogramorpolicyeffort. Theydonotsuggest
ulatthe"adapted"objectiveistheappropriateobjective.

(3) For those indicatorewherethepredicted values
derived fran  the projection model are not close to the
adapted objectives (i.e., motor vehicle crashes),
consultation with local experts to set realistic
objectives is recamksnded.

(4) Those indicators where the objectives are in a
direction opposite the value predicted fran trend
analysis (i.e., teenpregnancy), callforthe  greatest
progr-, Planning, and policy effo*e. Statistical
analysis will not be able to guide the determination of
realistic objectives.
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COMPUTERIZED DATABASE FOR STRRNGTHRNING CAPACITY FOR LOCAL
ARRA NEEDS ASSESSMENT, SURVEILLANCE, AND MONITORING OF

YEAR 2000 OBJECTIVES: THE ILLINOIS EXPERIENCE

Merwyn R. Nelson, Illinois Department of Public Health
Paul D. Sarvela, Angela Oldfield

INTRODUCTION AND BACKGROUND

The Illinois Department of Public Health is
taking a lead in redirecting the Illinois public
health system by implementing the public health
functions in local health jurisdictions. These
functions were set forth in the Institute of
Medicine Report, The Future of Public Health, and
the Illinois Public Health Charter. They are:
assessment, policy development, and assurance.
State and local health departments must develop
the capacity for necessary leadership to meet the
health needs of populations they serve. In
September of 1992, the Department committed funds
from the Preventive Health and Health Services
Block Grant for a series of planning activities

t o build capacity within local health
jurisdictions resulting in the development of
organizational assessments, community health
needs assessment, and community health plans.
Known as the Illinois Project for Local
Assessment of Needs, or IPLAN, it is a major
initiative in Illinois. The project started
October 1, 1992 and involved a team of faculty
from Southern Illinois University and staff from
the Illinois Department of Public Health.

IPLAN is an outgrowth of Project Health. Project
Health was a four-year effort by state and local
public health agencies and public health academia
to define and develop strategies for implementing
an improved public health system in Illinois.
One of the Project's major recommendations was
that statewide and local needs assessments should
be conducted to provide accurate, concise and
defensible information to identify and describe
public health needs. The participants in Project
Health agreed that needs assessments in Illinois
should be structured by a minimum set of
standardized content elements to be used in each
jurisdiction.

The Project Health participants structured
community health indicators, or measurements,
into six categories:

- Demographic and Socioeconomic Characteristics
- General Health and Access to Care Indicators
- Maternal and Child Health Indicators
- Chronic Disease Indicators
- Infectious Disease Indicators
- Environmental/Occupational Health and Injury

Control Indicators

The health indicators within each of the six
categories were developed through Project Health
and approved by the Project's governing body.
The community health indicators reflect many of
the issues and problems of interest to public
health agencies,
morbidity,

including mortality, natality,

population.
and prevalence of risk factors in the

The final selection of indicators
was based on what would be measurable at the
county level and would be meaningful as a
measure. Illinois community health indicators
that are consistent with Healthy Peonle 2000
objectives are used for monitoring progress
toward those objectives when appropriate. Other
year 2000 objectives that are measurable at the
state level but could not be measured at the
county level were not selected as indicators by
the Project Health members. Therefore, the
developed system was based on indicators selected
by a broad-based of public health
prOfeSSiOnal  in Ill?~~~~ and are suited for
local needs assessment and surveillance.

DATABASE DEVELOPMENT

To implement local area needs assessment with a
uniform set of indicators available, the IPLAN
team designed a database and assembled a set of
indicators consistent with the efforts of Project
Health. We will present the indicators here and
a brief explanation of the selection process.
The initial screen presents the selection of six
categories plus a selection of sentinal events
and a set of summary reports.

TIME: 10:30:15 am DATE: 07/1%/93

I IPLAN Indicator Selection Menu

1.
2.
3.
4.

f:

3:

COOK

Demographic and Socioeconomic Characteristics
General Health and Access lo Care Indicators
Maternal and Child Health Indicators
Chronic Disease Indicators
Infectious Disease Indicators
Environmental/Occupational/Injury Control Indicators
Sentinel Events
Summary Reports

Select corresponding number and press ENTER

Press ESC to return to previous menu

The screen for DemocraDhic and Socioeconomic
Characteristics includes 11 indicators selected
by Project Health. These indicators represent
important population characteristics which can
have related health attributes. Several of the
indicators are obtained from the 1990 Census of
Population ( Pop. distribution by race and
Hispanic origin; Median age; % of non-graduates
of High School; Poverty levels; % rural pop; and
single parent households) and as such will only
be available once for the decade. Dependency
indicators (indicator # 1) are obtained from the
US Census, but population estimates for total
population and population age 65 and older will
be produced throughout the decade and that part
will be available each year. High School
dropouts is available annually from the State
Board of Education; Number of persons on food
stamps
Illinois

will be available annually from the
Department of Public Aid. The

population who are unemployed for 1990 was
obtained from the US Census but in subsequent
years of the decade that indicator will be
obtained from the Illinois Department of
Employment Security. The number and percent of
medicaid  enrollees (and enrollees under age 21)
will be obtained annually from the Illinois
Department of Public Aid.
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TIME: 10:30:15  am DATE: O?lt6/93
IPLAN  DATA SYSTEM

I ----DEMOGRAPHIC AND SOCIOECONOMIC CHARACTERISTICS

COOK

1. Dependency Indicators
2. RaWEthnicity  Distribution
3. Median Age
4. Non-High School Graduates
5. High School Drop Outs

6. Poverty
7. Food Stamps
6. Rural Population
9. unempfoyed
10. Medkafd  Enrollees
11. Single-Parent Househofds

Select Indicator Number:

Press ESC to return to previous menu

The section for General Health and Access to Care
indicators provides an overview of health status
using general measures of mortality, years of
potential life lost and life expectancy. The
section also provides general measures of health
care access which attempt to quantify the
availability and use of basic health services and
resources as well as the presence of financial
barriers to access. Five indicators are based on
vital statistics data (mortality rates; leading
causes of mortality; life expectancy at birth;
excess non-white deaths; and cause specific years
of potential life lost-YPLL). F o r  t h i s  s e c t i o n ,
age-adjusted rates were calculated for 1990 using
the 1990 US Census counts for age groups. In
1990 and in subsequent years of the decade, crude
rates and premature mortality based on deaths to
persons age O-64 will be monitored since our
demographic staff find severe accuracy problems
with post-censal population estimates by 5-year
or lo-year age groups for Illinois counties. For
that reason, Illinois will depart from the
Healthy People 2000 objectives for monitoring
mortality rates. Age-adjusted death rates will
be used only at the beginning and at the end of
the decade for evaluating county mortality.
Leading causes of mortality (and numbers of
deaths) will be provided annually by race for
counties as will the leading causes of YPLL.
Life expectancy at birth is listed here on a
tentative basis pending evaluation of a new
estimation technique for life expectancy for
larger counties. If successfully adapted to
measuring Illinois mortality levels, this measure
would be calculated annually for all but the
small Illinois counties.

TIME: 10:30:15  am DATE: 07/l 0193
IPLAN DATA SYSTEM

GENERAL HEALTH AND ACCESS TO CARE INDICATORS
.._~

1.
2.
3.
4.
5.

;:

::._

COOK
Mortality Rates
Leading Causes of Mortality
Ufe Expectancy at Birth
Excess Non-white Deaths
Population Uninsured
Cause Spedfic Years of Potentfal  Life Lost at Age  65
Percent Populatfon  - No Medical Physical in Past 2 Years
Medicaid Enrollees to Medicaid Physician Vendors Ratio
Advanced Life Support Emergency Care Vehkles

IO. Population Residing in Primary Care
Heakh Professional Shortage Areas (HPSA)

II. Population with  Optimally Fluoridated Water Supplies

Select Indicator Number:

Press ESC to return to Previous Menu

A measure of excess non-white deaths also will be
calculated annually for most Illinois counties
where there is a significant non-white
population. The other measures in this section
relate to issues of access to care. Persons who
are uninsured will be from data obtained from the
US Government Accounting Office periodically
through the decade. The data for population with
no physical exam by a doctor in the past 2 years
will come from the BRFS data and are estimated
for combined counties that are rural or counties
that are more urban, and counties that are in the
Chicago metropolitan area, and for Chicago and
for the suburban portion of Cook County. This
measure will be updated annually. Medicaid
recipients as a ratio to active medicaid
physician vendors provides a measure of the
availability of physicians working with medicaid
recipients. These data are from the Illinois
Department of Public Aid. The number of advanced
life support emergency care vehicles in the
county per 100,000 population and the number and
% of population that reside in primary care
health professional shortage areas will be
obtained from data collected by IDPH.

The section on Maternal and Child Health provides
an overview of the key components of maternal,
infant, and child health and the risk factors
that contribute to ill health and poor outcomes.
In addition to the infant mortality rate
measures, these indicators include important
measures of the risks of death and disability
such as incidence of low birthweight and receipt
of prenatal care. The section contains 16
i n d i c a t o r s , most of which will be available for
counties each year of the decade. Because
population estimates for age groups will not be
prepared for Illinois counties, the percent of
births that are to teens will be used as a
measure that can be monitored annually while the
teen birth rate can be measured for counties at
the beginning and end of the decade.

TIME: 10:30:15  am DATE: 07/l 693
IPLAN DATA SYSTEM

I ..‘-
MATERNAL AND CHILD HEALTH INDICATORS

1. Live  Births
2. Infant Mortality
3. Low Birthweight
4. Mothers Who Smoke

COOK
12. Percent Births to Teens
13. Chtld  Abuse I NegfeU
14. Congenital Anomalies
15. Medid  Deliveries

5. Mothers Who Ddnk
6. Kessner Index

16. DPA Enrollees ReceMng  EPSDT

7. Mothers Begin Prenatal Care in First Trimester
9. Infant Urine Tests Positive for Coca&
9. Leading Causes of Mortality (Children 1-4)
10. WIC - Low Weight For Height
11. Teen Birth Rate

Select Indicator Number:

Press ESC to return to Previous Menu

The next section is on Chronic Disease Indicators
which urovides an overview of . mortality,
inciden&-,-and  hospitalization rates for selected
chronic diseases that reflect the influence of
lifestyle-related risks. The category also
illustrates the prevalence of several risk
factors controllable by each individual that can
play an important role in the prevention and
management of cardiovascular diseases, cancers,
stroke, diabetes, and mental health problems.
There are 14 indicators included in this section,
nine are based on mortality for cause-specific
cancers and other chronic diseases, while another
is a group of cancer incidence for ten different
types of cancers. Other measures provide county
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TIME. 10:30:15  am DATE: 07/l 8193
IPLAN  DATA SYSTEM

I- ~~ CHRONIC DISEASE INDICATORS

Mortality Rate For:
1. Coronary Heart Disease
2. Cerebrovascular Disease
3. Cirrhosis of Liver

COOK
Hospitalization Rate For:

10. Alcohol Dependence Syndrome
ii. Total Psychoses
12. Diabetes

Mortality Rate For:
4. Breast Cancer
5. Lung Cancer
6. Colorectal Cancer
7. Cervical Cancer
6. Prostate Cancer
9. Childhood Cancer

Select Indicator Number:

Percent of Population
13. Overweight

Smokers
Sedentary Lifestyles

Incidence Rate For:
14. Cancers

Press ESC to return to Previous Menu

level hospitalization rates for alcohol-
dependence, total psychoses, and adult onset
diabetes and the percent of population among
similar counties which are overweight, which are
smokers and which are not getting satisfactory
exercise. The latter measures are from the BRFS
which groups responses into 4 types of counties
which are fairly similar.

The section on Infectious Disease Indicators
presents an overview of available information on
the incidence of reportable infectious diseases
in Illinois and to report the immunization status
of Illinois children. Even though the number of
infectious disease cases is under-reported,
surveillance systems are important in detecting
both the causative agents and diseases and are
essential components of modem prevention and
control strategies. The eleven specific
indicators included in this section are mainly
reported at the county level and cover the major
communicable diseases -- food-borne, sexually
transmitted, vaccine preventable, etc.

iiME 10 30:15  am DATE: 07/16/93
IPLAN  DATA SYSTEM

occupational injuries, and occupational lung
diseases. An indicator for numbers of children
with high blood lead levels is included as are
the numbers of reported assaults and numbers of
alcohol-related motor vehicle crashes. While
most measures are limited to county level, the
hospitalizations and deaths are available at
community level.

TIME: 10:30:15  am DATE: 07/l 6193
IPLAN  DATA SYSTEM

ENVIRONMENTAL, OCCUPATIONAL AND
INJURY CONTROL INDICATORS

COOK
1. Environmental Indicators

Regulated Drinking Water I Private Wells
NPL Hazardous Waste Sites
Days Exceeding EPA Ambient Air Pollution Standards

2. Toxic Agents Released Into Air, Water, Soil
3. Mortality Due to Motor Vehicle Crashes
4. Mortality Due to Homicide
5. Mortality Due to Suidde
6. Hospitalization for Non-fatal Head/Spinal Cord Injuries

And for Hip Fractures
7. Alcohol-related Motor Vehicle Deaths
6. Occupational Diseases/Injuries
9. Blood Lead Levels in Children
10. Assaults

Select Indicator Number:

Press ESC to return to Previous Menu

Overlapping several of the above sections, is a
set of sentinel indicators which cover health
conditions that are considered preventable or
controllable with regular primary care. The
occurrence of sentinel events can be interpreted
to indicate inadequate access to primary care. A
separate screen selection presents the seven
indicators: hospitalizations for dehydration in
infants; among children age 1 to 17, the number
of hospitalizations for rheumatic fever and
asthma and the number of vaccine preventable
diseases. Among adults, the number of cases of
tuberculosis, and number of hospitalizations for
uncontrolled hypertension are among the sentinel
events while for adult females the number of
cases of late stage cervical and breast cancer
are included.

!
INFECTIOUS DISEASE INDICATORS

COOK
1. Syphtlis 9. Vaccine Preventable Diseases
2. Gonorrhea Diphtheria
3. Chlamydia Pertussis
4. AIDS Tetanus
5. HIV Infection Measles
6. Baste  Series Vaccinations (Age 5) Mumps
7. Haemophilus Meningitis (Ages O-4 & O-24) Rubella
8. Infections by Foodborne Pathogens Polio

10. Hepatitis B
11. Tuberculosis

Select Indicator Number:

Press ESC to return to Previou  Menu

The final section, Environmental, Occunational,
and Iniurv Control Indicators, contains a diverse
set of indicators related to health protection
factors in the areas of environmental health,
occupational safety and health, and injury
control. Mortality from homicide, suicide and
motor vehicle use are included here as are number
of hospitalizations for non-fatal head and spinal
cord injuries and for hip fractures.
Occupational health indicators include sentinel
occupational cancers, hospitalizations from

SENTINEL  EVENTS lNDlCATlNG
LACK OF ACCESS TO PRIMARY CARE

Adults  (z-15)
Late  Breast cancer 61.6 (1353.2) 56 4 (2767.0) 60.7 NIA

el2d 44.2 ( 299.6) 60 2 ( 356.4) 61.0 N/A
wi,te 44.3 (ron.6) 55 9 (2364  6) 61.8 N/A

Late  Cervical cancer 7.1 (150.6) 5.4 ( 256.6, 5.6Black 6.6 ( 59.6) 11.2 ( 68.4) 12.0 K
wiTto 4.0 ( 66.4) 4.6 ( 165.6) 4.6 N/A

Cancer: number 01 08585  is a B-year  average. PRINT? WN)
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As seen on the following sample screen of infant
mortality, the database system shows county-level
indicators with comparable state-level and
national data plus the Healthy People 2000
objectives if applicable. This allows local
users to make comparisons through use of
consistent data elements. A separate screen is
planned for development in the 2nd year of the
project to show data for those of Hispanic
origin.

TIME: 10:30:15 am

_  ___.
DATE: 07/10/93

IPLAN  DATA SYSTEM

INFANT MORTALITY
Rate par 1,000 live births

YEAR: 1990 YEAR
COOK Illinois U.S. 2000

Infant  Mortality Rate 13.3 (1.266)
A6ianlPac.k. 4.0 ( 13)

1;; 1”“;;;

22:o ( 950)
4: tG

Black 2g 1 pi 16.0 11.0
White 7.6 (1.115) 7.6 N/A

Neonatal Mart.  Rate 6 . 6  ( 858) 5.6 4.5
AsianlPac.18. 3.1 ( 10)

;:; yj
N/A N/A

Sladc 13.9 ( 476) 13.4 ( 576) 11.6 7.0
White 6.2 ( 370) 5.3 ( 775) 4.6 N!A

Postneonatal  Mott.
Asian/Pa&.
Slack
White

4.4
.(I

617
2.2

II < 10 deaths, no rate calculated PRINT? (Y/N)

TECHNICAL CHARACTERISTICS OF THE SYSTEM

The database system has been developed using
FOXPRO and will operate on IBM-compatible AT
PCS. This means that a computer that is based on
a 286 or faster micro-processor will be able to
function with this database. The system has been
installed on Local Area Networks (LANE) and on
stand-alone PCs. It will work in a Windows
environment or with DOS.

The data assembled for the first year and the
database software will require about 8 to 10
megabytes of space on a hard-drive. Because some
indicators will not be monitored during the post-
censal years, the space requirements for
additional years will be somewhat smaller.

IPLAN INTEGRATES TRAINING WITH DATABASE USE

We believe that training is important not only
from the staff development perspective but also
from the quality assurance perspective. For
those reasons, a comprehensive training program
was designed to assist local and regional health
department staff retrieve, analyze, and interpret
their data sets. In addition, a variety of
technical assistance activities took place during
the project's time period.

TRAINING PROGRAM

The training program was learner-centered and
focused on the following issues: benefits of a
data-based needs assessment; introduction to the
operation of the IPLAN data system; introduction
and retrieval of the IPLAN data sets; analysis
and interpretation of data; and prioritization
of health problems.

Benefits of a data-based needs assessment.
The benefits of conducting a needs assessment
based on current epidemiologic data were
discussed. Emphasis was placed on the advantages
of setting program priorities based on objective
data as opposed to emotion. Some benefits
discussed related to conducting date-based needs
assessments include the ability to: establish
priorities based on needs and available

resources, outline goals and objectives of a
program, provide standards for evaluation of a
program, and create an awareness of a health
problem.

Introduction to the operation of the IPLAN
data system. The local and regional health
department staff also were provided with a brief
orientation on the operation of the data system.
They were trained on basic start-up procedures,
navigation through the system, and powering down.
Due to the "user friendliness" of the system, it
took on average about five minutes for people to
master the basic operations of the system.
Computer requirements needed to run the IPLAN
data system also were identified at this time.

Introduction and retrieval data in the
IPLAN data system. Next, the data sets
described earlier were introduced. Staff were
instructed on the methods of identifying their
county codes, community codes, and methods of
grouping different counties together to compute
averages over selected geographic regions. Then,
methods of retrieving data from the various data
groupings were introduced. The menu-driven
nature of the system made the retrieval process
easy to learn.

Analysis and interpretation of data. This
was one of the most important elements of the
training program. Through the IPLAN data system,
local and regional health department personnel
now had access to a number of important data
sets. However,
interpretation of

proper analysis and
the data now became a

responsibility of the local health departments
rather than the state program specialists.

The central theme of this aspect of the training
was to help local health department staff
determine if a health event was problematic or
not. For example, is a county incidence rate of
gonorrhea such as 348.8 per 100,000 a problem?
In this example, the training involved the
comparison of rate to state and
national

the county
rates, and HEALTHY PEOPLE 2000

objectives. In addition, a discussion focusing
on cautionary issues also took place. Such
discussion covered ways that rates may be
inflated or deflated as a result of special
populations...for example, a college town with a
high population of college students might be a
factor in a high incidence of gonorrhea. This
discussion illustrated the
considering age-adjusted rates,

importance of

specific rates, etc.
age- or race-

In addition, the training
emphasized that if a problem is detected, more
than one year's worth of data should be evaluated
to ensure that the problem is not a temporary
one.

Prioritization of health problems. One of
the major problems facing public health planners
is the prioritization of health problems. The
training program we used was based on a modified
version of the APEXPH process which emphasizes
community member involvement ' setting
priorities. In our training izogram we
suggested that health department officials
initially identify the major health problems
based on the information from the IPLAN data
system. Then, because the APEXPH program
emphasizes "cause specific years potential life
lost" we recommended that they list the top ten
causes of YPLL for their area. Then, we
recoznzended that the community group review the
prioritized problems and YPLL identified by the
health department and add to the list any
problems the group feels should be added.
Finally,, after a discussion of the data and
community generated health problems,
prioritization takes place using the nominal
group process.
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TECIiNICAL  ASSISTANCE

Several strategies were used to provide technical
assistance to the local health department staff
members: newsletters; interpretation guide,
regional technical assistance meetings, and
telephone consultation.

Newsletters. The grant activity included a
quarterly newsletter. Columns were written by
experts on a variety of topics. For example, the
project biostatistician wrote an article on the
computer system needed to run the IPLAN data
system. The Chief of the Division of
Epidemiologic Studies wrote a column emphasizing
the strengths and weaknesses of the data set and
"tips" on the interpretation of the epidemiologic
data.

Documentation and interpretation guide.
Health department personnel received two manuals
along with the IPLAN data diskettes. The first
manual was a documentation guide which included
instructions on installing, operating, and
powering down the system. Sources of the data
and technical notes related to the data use were
included in the documentation. The second
manual, an interpretation guide, provided more
detail related to each indicator and provided
some examples of the use of the system. One
example was the use of the system to identify
indicators which would help health educators
develop a comprehensive school health education
program.

Regional technical assistance meetings.
Regional technical assistance meetings were held
throughout the state. At those meetings, IPLAN
staff were available to help local health
department personnel in any aspects of the IPLAN
project.

Telephone consultation. IPLAN staff
frequently provided telephone consultation to the
local health department personnel. This
consultation ranged from how to install the data
system to help in forming the community groups.

APPLICATIONS OF THE COMPDTRRIZED DATABASE SYSTEM

This system will be used for a number of
applications by state and local health officials,
as well as researchers.

The system will be used by the majority of local
health departments in Illinois when preparing
their community health needs assessment. This
process has been started throughout the state.
The system will be useful through the decade for
surveillance of many health conditions in local
communities. The system provides an ability to
compare local health jurisdictions to state and
U.S. conditions, including YRAR 2000 objectives.
It also provides the ability to group counties or
communities into meaningful comparison groups.
In addition to needs assessment and surveillance,
the dataset could provide information from the
local health department to other data users '
their community.

For example, a regional school official could
obtain information to help them plan for
effective school health programs. Indicators of
interest to school officials could include:
number of single parent households, poverty
rates, number of Medicaid enrollees below the age
of 21, years of potential life lost (YPLL),
leading causes of death among children age l-4,
percent of births to teens, number of child abuse
cases, number of childhood cancers, number of
children with high blood lead levels, numbers of
hospitalizations among children for asthma, and
number of vaccine-preventable diseases among
children. Even the number of STD and HIV cases
in the county will be of value to school
officials since many of the cases are occurring
among teenagers. While some of the indicators
may be covering broader age groups than the
school age population, school officials could
still, be able to identify some of the most
important health problems facing the school
districts, and plan the health
education/promotion and prevention programs
accordingly.

SuMMARy

In SUUlUlazY. this system provides health
indicators -to local heaith department staff that
will allow them to examine some health measures
at the township and incorporated place level as
well as county level geography. The system has
been developed to meet a need for accurate,
concise, and defensible information to identify
and describe public health needs. These
indicators will provide some of the information
needed for their conununity  needs assessments
which, in turn, will be part of future
certification processes.
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ATELEPHONE SDRVEYMETIiODObGY  FoRLCCALHEiALTEDEPARltdENTS'  C-ITY
HEALTH STATUS ANDRISKFACTORASSESSMENTS  REIATED TO EWUZ7iYPE~LE  2000

Bruce M. Brock, Information Transfer Systems, Inc.

In late 1990, Healthy People 2000 was released
by DHHS to guide the public health apparatus
through the decade from 1990 through the Year
2000. It sets 300 explicit and measurable
objectives across 22 "priority areas," with 220
additional detailed objectives for specific
population subgroups. Based on federal, state,
and local input, Healthy People 2000 is a
consensus document that public health agencies
at all governmental levels are working to
support.

Healthy People 2000's 22 priority areas are
broken down into four major groups. Health
promotion, health protection, and preventive
health services constitute the three main
content areas, with the fourth area covering
‘surveillance and data systems." Such systems
are recognized as critical elements of the
infrastructure needed to support the objective-
setting, planning, policy-making, resource
allocation, and evaluation process needed to
successfully implement the specific objectives
of the health promotion, health protection, and
preventive health services areas. The
surveillance and data systems priority area was
judged to a priority based on a number of
factors, including:

l The period from 1980 though 1990 was guided
by a DHHS document similar to Healthy People
2000, titled Objectives for the Nation,
which did not explicitly recognize the
importance of surveillance and data systems
for achieving the 1990 objectives. For some
objectives there were no baseline data (from
1980) to provide the benchmark against which
future data could be compared. Also, without
baseline data, informed planning could not
take place.

When A Midcourse Review of the Objectives
for the Nation was conducted by DHHS in
1986, there were numerous objectives for
which no midcourse data were available to be
used in combination with baseline data to
determine whether there was evidence of
progress toward reaching the objective.
Without the required midcourse data, it was
not possible to make midcourse corrections
in areas empirically to be lacking.

Once 1990 was reached, for many objectives,
"outcome" data, required to determine
whether the many specific and measurable
Objectives for the Nation had been reached,
were still unavailable.

l In 1988, the Institute of Medicine (IOM)
published a landmark report, The Future of
Public Health. In this broad-based review of
public health practice at the state and
local levels, the IOM Committee for the
Study of the Future of Public Health
strongly emphasized and recommended that
"the core functions of public health
agencies at all levels of government be
assessment, policy development, and
assuranoe."

Concerning the "assessment" function, the
IOM Committee went on to say: "In
understanding of the determinants of health
and of the nature and extent of community
need is a fundamental prerequisite to sound
decision-making about health. Accurate
information serves the interests both of
justice and the efficient use of available
resources. Assessment is therefore a core
governmental obligation in public health."

The assessment function was believed to
"facilitate good decisions in both the
private and public sectors." The Committee
therefore recommended that all public health
agencies, at every level of government
(including local), bear the responsibility
for ensuring that they regularly and
systematically collect, assemble, analyze,
and make available information on the health
of the community, including statistics on
health status, community health needs, and
epidemiologic and other studies of health
problems. Among other sources of data, local
community health-related surveys were
recognized as an appropriate research
strategy in this context. The IOM report
emphasized that this basic "assessment"
function of public health cannot be
delegated. A fully developed assessment
function was judged to be an essential part
of the public health system, and it is one
the IOM Committee believed to be "in large
measure attainable."

Based on these and other factors, it was obvious
that new surveillance and data systems had to be
put into place if the Year 2000 objectives were
to be met. Thus, as noted, Healthy People 2000's
Priority Area 22, is dedicated to the
institutionalization of such systems. It, like
all Priority Areas, has a number of specific
objectives.

Objective 22.1 forms the underpinnings for each
of Priority Area 22's subsequent objectives. It
addresses the need for surveillance and data
systems to meet the needs of not only federal
and state agencies, but also local health
jurisdictions. It recognizes that, while there
are a number of important surveillance and data
systems that collect data on a national and
state level, the data derived from these systems
are rarely useful for informed planning and
evaluation purposes at the "local" level.
Objective 22.1 reads:

Vevelop a set of health status indicators
appropriate for federal, state and local
health agencies and establish use of the
set in at Ieaat 40 states.N

The associated narrative further states:

"A major function of public health agencies is
to assess the health status of the population.
The value of such an assessment is enhanced when
comparisons to some benchmark, such as other
similar populations or to national norms, can be
made. These comparisons can be simplified and
made more efficient if a limited set of health
status indicators is monitored by jurisdictions
nationwide.
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A set of indicators will facilitate
comparability of data on health status within
and among States and local areas and would
permit the valid comparison of local and State
health data with national data... To be of
optimum use, the indicators should include
measures needed for area-wide health planning
and allocating health resources among programs,
areas, or regions. The indicators should also
provide measures needed to judge the results of
health planning and to study changes in health
over time."

Objective 22.1 thus recognizes the need for
local jurisdiction health departments to have
access to "community# specific data to ensure
that their planning and evaluation efforts are
based on data which are accurate for their
community.

In order to support the implementation of
Objective 22.1, the Centers for Disease
Prevention and Control (CDC) established
Committee 22.1, which delivered its initial
recommendations to the 1991 National Vital and
Health Records Conference (and published them in
MR - 7/91). Committee 22.1 is composed of
members from key public health associations and
organizations (including APHA, NACHO, ASTHO,
PHF, and USCLHO), and is convened by Dr. M.
Feinleib, M.D., Dr.P.H., Director of the
National Center for Health Statistics (NCHS).

The Committee's recommendations included the
identification of the minimum set of community
health status indicatorswhich,  per Objective
22.1, were appropriate for federal, state and
local health agencies. The Committee's primary
products were two summary tables. TABLE 1,
covered the "Consensus Set of Indicators for
Assessing Community Health Status and Monitoring
Progress Toward the Year 2000 Objectives," and
TABLE 2, "Priority Data Needs to Augment the
Consensus Set of Health Status Indicators."

Committee 22.1 recognized that, to evaluate a
community's health, a multidimensional array of
factors needs to be assessed. Some of these
measures are retrievable from existing systems
available to local and state health departments.
These are primarily covered in TABLE 1, which
unfortunately takes up too much space to
display. Examples include birth and mortality
data, as well as specific measures of morbidity.
Much of the required data are mandated for
collection by a variety of state and federal
laws and regulations.

Other important elements to assess a community's
health status identified by Committee 22.1,
particularly those in TABLE 2 (Priority Data
Needs) which is replicated below, are not
routinely available at the local health
jurisdiction level. This is true for the general
class of health practices or behavioral risk
factors (such as smoking, alcohol misuse,
obesity, and others), and for service
utilization-related factors (such as
immunizations, Pap tests, mammograms, health
insurance coverage, etc.).

Efforts to use state or national level survey
data for local use in planning and evaluation
for most of the topical areas covered by TABLE 2
have not fared particularly well, and there is
good reason why. Data from existing state and
national data collection systems (such as CDC's
Behavioral Risk Factor Survey (BRFS), NCHS'
National Health Interview Survey (NHIS) and
National Health and Nutrition Examination Survey
(NHANES), AHCPR's National Medical Expenditure
Survey (NMES), and most of the "supplemental"
health surveys conducted by the Bureau of the
Census for various DHHS agencies), do not
reveal, nor were their designs intended to
reveal, the variability that unquestionably
exists at the local level, masking real

CObMITTEE  22.1'9 TABLE 2. PRIORITY DATA NEEDS TO AU- TEE CONSENSUS SET OF EEALTE
STATUS. INDICATORS

Indicators of processes:
Proportion of children 2 years of age who have been immunized with the basic
series (as defined by the Immunization Practices Advisory Committee)
Proportion of adults aged >= 65 years who have been immunized for pneumococcal
pneumonia and influenza
Proportion of assessed rivers, lakes, and estuaries that support beneficial uses
(fishing and swimming approved)
Proportion of women receiving a Papanicolaou smear at an interval appropriate for
their age
Proportion of women receiving a mammogram at an interval appropriate for their age
Proportion of the population uninsured for medical care
Proportion of the population without a regular source of primary care (including
dental services)

Indicators of risk factors (age-specific prevalence rates):
Cigarette smoking
Alcohol misuse
Obesity
Hypertension
Hypercholesterolemia
Confirmed abuse and neglect of children

Indicators of health status outcomes:
Percentage of children <5 years of age who are tested and have blood lead levels
exceeding 15ug/dL
Incidence of hepatitis B, per 100,000 population
Proportion of children aged 6-8 and 15 years with one or more decayed primary or
permanent teeth
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differences within and between our communities.
Even recent advances in creating estimates for
small areas from large area data sources have
not yielded data with sufficient accuracy for
use in local planning, policy development,
resource allocation, and evaluation purposes.
Thus, they need to be collected via high
quality, local community surveys.

Unless a standardized, survey data collection
system is developed for local health
jurisdictions, numerous data collection
approaches and questionnaires will be
implemented by local agencies across the
country. These will suffer from lack of
uniformity (contrary to the explicit intent of
Objective 22.1), and thus will not be comparable
enough to allow aggregation across jurisdictions
for regional or state level estimates. Only a
nationally coordinated effort to develop and
test a core survey system will overcome this
likely and counterproductive outcome.

In October 1992, Information Transfer Systems,
Inc (ITS), of Ann Arbor, Michigan was awarded a
DHHS contract (#213-92-0062)  with the Agency for
Health Care Policy and Research (AHCPR) to
develop this local health jurisdiction survey
system, including the "core questionnaire" and
related survey and sampling methodology. To
ensure that this effort was a nationally
coordinated consensus-based effort, ITS was
extremely fortunate to develop a working
relationship with the Director of NCHS, Dr.
Feinleib, and in particular, a newly created
organization in NCHS which is focused on the
Year 2000 objectives. Our primary contact in
this group is Ms. Mary Anne Freedman, Special
Assistant to Dr. Feinleib, who has overall
responsibility for the coordination of the
"surveillance and data systems" area. Ms.
Freedman also participated in aspects of the
Committee 22.1 process during 1991 as an NCHS
staffer to the Committee. Additionally, a
working relationship was developed with Ms.
Freedman's key staff including Mr. Ken Keppel
and Ms. Susan Hawk.

With the help of Ms. Freedman, her staff, and
Dr. Feinleib, ITS coordinated a Committee 22.1
meeting during the APHA conference in November
1992. The result was an agreement to use
Committee 22.1 as the coordinating and policy-
making body which would work with ITS to review
and comment on our approaches for survey
instrumentation and research design development.

To guide ITS' work with Committee 22.1, a number
of specific objectives were developed,
including:

OBJECTIVE 1:

To identify those elements from Committee
22.1'9 Table 2, PRIORITY DATA NEEDS, which are
amenable to a telephone survey approach for
data collection.

OBJECTIVE 2:

To obtain extant survey instruments (such as
BRFS, NHIS, NHANES, NMES, and CENSUS health
supplements) which contain measures of the
selected PRIORITY DATA NEEDS, and compare and
contrast these survey items in a matrix format
to allow similarities and differences in survey
items covering the same dimensions to be easily
identified.

OBJECTIVE 3:

To obtain methodologic documentation for'each
of the key survays to identify important
similarities and differences in their sampling
and data collection approaches, and to
determine which of the design approaches are
most cost-effective for the proposed local
health jurisdiction survey(s).

OBJECTIVE 4:

To develop decision-rules for the selection of
the specific survey items to be used in the
Committee 22.1 recommended "core
questionnaire", as well rules to aid in the
selection of methodologic procedures to be used
in the survey's administration by local health.
jurisdictions.

OBJECTIVE 5:

To develop the final set of survey documents,
including the draft questionnaire and survey
method guidelines.

In servicing these objectives, ITS obtained and
thoroughly researched all of the relevant survey
instruments from CDC, NCHS, AHCPR and Census
officials which measure any of the Priority Data
Needs. The resulting matrix of relevant
questionnaire items which compares and contrasts
how these different instruments measure each
topic of interest is available from ITS.
Relevant documentation from CDC, NCHS, AHCPR and
CENSUS officials representing each survey was
also obtained and evaluated. Key.methodologic
aspects of interest for each of the surveys
included sampling approaches, sample size
parameters and their basis, and interviewing
methodology.

ITS staff then conducted face-to-face meetings
with the leadership of most of the key surveys
mentioned above and telephone conferences where
meetings were not feasible due to schedulina
conflicts. ITS also met with the leadership-of
NCHS' Office of Methodology and its
Questionnaire Development Research Laboratory.

Based on the various meetings and discussions,
the following decision rules for the local
health jurisdiction survey research design and
the questionnaire(s) emerged:

The entire research design must be as
consistent as possible with Committee
22.1'9 "Priority Data NeedsI
recommendations, which aim to suooort
HEALTHY PEOPLE 2000 with a minimum core
dataset.
Scientifically validated procedures must
be used throughout the research design.
The total research design must focus on
the "general population," including adults
and children.
The overall design must be as inexpensive
as possible for localities to implement,
while ensuring high quality data for
planning and evaluation purposes.
Random digit dialing (RDD) telephone
sampling and computer assisted telephone
interviewing (CATI) methods will be the
most cost-effective overall strategy.
The research design and questionnaire must
be as comparable as possible with key
federal and state surveys.
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The design must allow flexibility for
oversampling or supplemental sampling of
special population subgroups.
The design must allow repeated local
jurisdiction surveys to be compared, so
that change in a community's health and
risk factor status can be reliability
detected over time.
The questionnaire must focus on health-
related "outcomes" rather than on
knowledge or attitudes.
The design must allow tailoring of the
research design and questionnaire to meet
local needs in a manner which does not
impede the ability to compare the data
collected across localities over time.
The number of questionnaire items must be
no greater than required, in order to
minimize the questionnaire's length and
associated respondent burden.
A standardized "core"  questionnaire will
be devised containing questionnaire itams
which measure all of the Priority Data
Needs which are amenable to a telephone
approach of data collection.
Its is expected that local jurisdictions
will not typically modify the "core“ (to
ensure its comparability from community to
community), but localities may add
supplemental questions after the core is
completed by respondents.
Supplemental questionnaire modules will be
offered covering a range of lower priority
topics that were not included in Couunittee
22.1'9 Priority Data Needs list, but which
will have value in certain communities.

In February 1993, ITS arranged a second meeting
of Committee 22.1 and associated NCHS and CDC
staff. ITS presented its recommendations
concerning the overall research design
parameters and the primary sources for
questionnaire items which ITS believed best
addressed Table 2's Priority Data Needs and the
overall intentions of Committee 22.1. ITS was
then charged by the Committee to draft the
research design and questionnaire documents
required by ITS' DHHS contract, in a manner
consistent with the above decision rules. This
does not, however, constitute a formal
endorsement of ITS' work by Committee 22.1.

Outline 1, below, summaries the overall research
design, and Outline 2 summarizes the content of
the draft survey questionnaire(s) developed by
ITS. Complete copies of all project documents
are available though ITS.
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OmLIREl

EEXEESEEECEDESISWAWDQDESTIOWWAIBE  P-TERSARE  SWQQW SEDINTEE
mLcmiIm  OUTLINE:

ACCEPTABLE RAWDCM DIQIT DIALIWQ SAMPLIWG DESIStIS:

l Mitofsky-Waxberg
l Brick-Waxberg
l State-of-the-art "list-assisted" (non-clustered) approach

RMDCMSBLWCTIOWOYAW  ADULT (18 OEOLDER) IWEACE EODSEWOLDBY  TBE
"BIRTBDAY" =TWa:

* Reports on
l Reports on
- Reports on

-Minimum  of

self
other adults
children unless other adult is more informed

SAMPm SIZE PmTERS:

500 households per community
. Should yield data on about 1,315 persons per community (2.63 adults and
children per household based on the 1990 census)

OTHER DESISW P-TERS:

- Relatively short data collection period during warm season (late
spring/summer)

l CAT1 interviewing by professionals recoavaended

POTBWTIAL DWSIaW LIMITATIOWS:

-Will not cover non-telephone households or individuals
. May not provide reliable data for all sub-populations groups of interest
. Sample sire may not be sufficient to reliably measure changes over time
for important subgroups on all risk factors unless oversampling or
supplemental sampling is part of the design

. Potentially inaccurate or missing data by proxy

BENEFITS:

- Is very consistent with NCHS Committee 22.1's Priority Data Needs
l Will be highly comparable to state BRFS (CDC) surveys
l Will be reasonably comparable with national level survey data
. Will allow comparisons of jurisdictions using basic design and
questionnaire

l Will allow assessment of change overtime within coannunities, if design
and questionnaire is repeated

-Will be largely consistent with APFXPH, MDEL STANDARDS, and other
planning tools

hallows tailoring after the "core" to meet special community needs
l Allows oversampling or supplemental sampling of special population
subgroups
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OrMJNE  2

QDESTIONMAIRE  MODULES AVAILABLE FOR LOCAL REALTR JDRISDICTION  SURVEYS

"CORE" QUESTIONS BPR ALL ADULTS IN TRE HOUSEBOLD

. Overall (Subjective) Health Status

. Health Insurance And Sources Of Medical And Dental Care

. Hypertension

. Cholesterol
- Cigarette Smoking
.Alcohol Misuse
- Pregnancy, Pap Smears And Mammograms
- Adult Immunizations
- Obesity
. Abuse And Neglect Of Children
. Demographics

"CORE" QUESTIONNAIRE TOPICS FOR ALL CHILDREN IN !PHE HOUSEHOLD

. Overall Health Status
- Health Insurance And Utilization Of Medical And Dental Care
- Cigarette Smoking
-Alcohol Misuse
. Pregnancy Status
-Obesity
. Child Immunizations
+ Child Demographics

SUPP-AL TOPICS DEVELOPED ORUNDRR  DFXRLOPb3ENT

- Utilization Of Preventive And Non-Preventive Medical And Dental Care
Services

- Prior Hospitalizations, Surgery, And Use Of Mental Health Services
. Detailed Alcohol Misuse
. Drug Misuse
- Smokeless Tobacco Use
- Colorectal Cancer Screening, Breast Self-Exam, Testicular Self-Exam
-Aids Knowledge And Testing
- Diet
. Exercise
. Activity Limitations
- Health Department Services: Knowledge, Use, Satisfaction, Attitudes
- Community Hospital(s): Knowledge, Use, Satisfaction, Attitudes
. Interest In Participating In Various Risk Factor Reduction Programs
-Mental Health And Nell-Being Assessment
. Social Support
. Prenatal Care
- Chronic Disease Checklist And Treatment/Control Status
- Symptom And Impairment Checklist
. Diabetes
-Angina  And Respiratory System Assessment
- Injury Control
. Home Safety: Radon Testing, Storage Of Medicines, Toxic Chemicals Firearms,
Smoke Detectors, Etc.

- Knowledge, Beliefs, And Attitudes Concerning Various Risk Factors
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INTEGRATING VALUES INTO CLINICAL CARE

David B. Pryor, Duke University Medical Center

(Not available for publication)

467



OUTCOMES RESEARCH FOR EFFECTIVENESS AND QUALITY: THE MAJOR ISSUES

Sheldon Greenfield, M.D., Tufts University

Summary of Discussion

It is now possible to use outcomes
of care, not only mortality, but
functional status and physiologic
measures such as blood pressure, to
measure the quality of care and to
measure the effectiveness of treatments.
The scientific and conceptual basis as
well as the instruments have been
advanced to the point where the barriers
to assessing the outcomes are being
overcome. These barriers: such as case
mix, such as correct time interval for
the assessment of care, such as
determining the norms of outcomes, such
as correctly measuring functional
status, such as defining the factors
that confound the interpretation of
outcomes independent of quality or
effectiveness of treatment, are being
removed to make outcome data
interpretable.

A new movement is afoot to include
patient reported data, possibly combined
with local administrative data.
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EFFECTIVENESS OF THE NEW JERSEY HEALTHSTART INITIATIVE
ON PRENATAL CARE AND INFANT OUTCOME, 1988 to 1991

Maryanne Florio, New Jersey State Department of Health
Susan Lenox  Goldman, Leah Ziskin, A. I. Abdelrahman,
Lucille Wallington, Virginia M. Dato, Bruce Siegel

HealthStart  is a major New Jersey
(NJ) joint initiative of the Department
of Health and the Department of Human
Services to improve the accessibility,
scope, and quality of maternal and child
health services available to Medicaid-
eligible pregnant women and children up
to the age of two. It was initiated in
February 1988 and has been operational
statewide to the present time.

HealthStart  has both a prenatal
care and a pediatric component. The
pediatric component provides preventive
health care services,including  immuniza-
tions, to Medicaid-eligible children
under the age of two. Only the outcome
of the maternity component of the
HealthStart  program will be addressed in
this paper.

The HealthStart maternity care
program provides a comprehensive package
of medical and health support services
to Medicaid-eligible pregnant women.
HealthStart medical services include
prenatal visits, intrapartum care and
postpartum visits as recommended by the
American College of Obstetricians and
Gynecologists. Health support services
include nutrition, social, and psycho-
logical assessment, guidance, and
counseling: and health education, with
an individualized care plan and case
coordination of each of these services.
Case coordination is considered the key
component of the HealthStart program.

HealthStart  services are provided
to an increasingly larger population of
poor women by expanding eligibility, to
100% of poverty in 1988, and 185% in
1991; and
bility

through presumptive eligi-
which allows a woman to be

determined eligible by the provider and
receive services while waiting for her
Medicaid eligibility to become approved.
Services are provided in HealthStart-
certified hospitals, community based
agencies, and private practice settings,
based on the standards and guidelines
developed as part of the implementation
plan. Increased Medicaid reimbursement

~~0viK~n
to certified HealthStart

The ability to do outcomes research
in the HealthStart  program was enhanced
bY the planning, legislation, and
implementation of the evaluation prior
to the implementation of the program.
The evaluation assesses the following
research questions:
1. How successful is the State in
enrolling and providing services to the
target population of low income pregnant
women and children up to the age of two,
;z;e;;e at or below the Federal poverty

2. How successful are the providers of

the program in delivering the services
they have agreed to provide as part of
the HealthStart  Program?
3. What are the barriers to the delivery
of services provided in the HealthStart
package?
4. How effective is the HealthStart
program in improving health outcomes of
these women and their newborn babies?
5. How cost effective is the HealthStart
program?
The answers to these questions are used
to improve the quality of the
HealthStart  program, demonstrate the
effectiveness and efficacy of the
program, and justify the expenditures in
a time of extensive budget constraints.
The evaluation focuses on the entire
program, not just the evaluation of one
outcome, i.e., infant mortality.

In order to assess the effective-
ness of the HealthStart  package of
prenatal care, information is needed to
address each of the research questions.
After much research, literature review,
and discussion, three data collection
sources were developed:
1. An in-depth summary of pregnancy
information reported on each woman using
the HealthStart Maternity Services
ymmary Data (MSSD)  form: -

. A long-term Linked Data System (LDS)
for comparison of the outcome of pre-
natal care of HealthStart  women with all
other groups of pregnant women in NJ;
3. A Tracking System implemented to
provide information on the rnonitoz;::
and quality assurance provided at
agency through site visits and follow-

and renewal of
SfE'months.

certification every

As with all data there are
limitations to these data sets:
1) portions of the data are self-
reported and therefore, some of the
sensitive data, for example drug use,
may be underreported: 2) there is a
chance of error in completing forms, in
data entry, or in data processing; 3)
some of the data are incomplete: (The
number of MSSD forms submitted is not
equal to the number served. This
appears to be random in all but one
agency who submit their forms
electronically, and experienced a delay
because the electronic system was not
implemented until 1991. Also, not all
of the records were linked in the LDS.
The percentage of non-linked records is
higher in the Medicaid population, but
this appears to be a random non-linkage
of HealthStart and non-HealthStart
Medicaid women.) 4) there *
potential selection bias for HealthgFar?
women, i.e., the more motivated or
healthier women may have chosen to
participate in the program.
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However, there are two ways in which
this bias will be tested: first, a
comparison of AFDC (less than 52% of
poverty) with non-AFDC HealthStart and
other Medicaid women will be conducted
when there are sufficient non-AFDC women
in the study for analysis: and secondly,
a trend analysis will be conducted as
more of the Medicaid population partici-
pants in HealthStart, to the point
where, in 1992-1993, nearly the entire
Medicaid population of pregnant women
will have received HealthStart ser-
vices.) The percentages of the data may
not total 100% due to roundina. missina
values, or multiple response items. -

The MSSD form provides a compre-
hensive source of information on all
aspects of the woman, her prenatal care
and her the outcome of her pregnancy,
including her demographics: risk fac-
tors; services provided; the outcome of
the labor, delivery, and the pregnancy:
and the health status of her baby
through the postpartum visit. The MSSD
data are reported for the 45,000
HealthStart women for whom an MSSD form
was submitted between October 1988, the
startup date for submission of the MSSD
form, and December 1991.

The second major source of infor-
mation, the HealthStart  LDS, links the
DOH Vital Statistics matched birth and
death files, and the Hospital Uniform
Billina (UB-82) data to the Medicaid
eligibility and'claims files. The LDS
is based on single live births to NJ
residents with NJ hospital deliveries.
It is used primarily to conduct a
comparison of the prenatal care and
birth outcomes of three groups of women
who give birth in NJ:
eligible pregnant

1) Medicaid-
women in NJ who have

received HealthStart  services: 2) Medi-
caid-eligible pregnant women in NJ who
have not received HealthStart  services:
and 3) all other pregnant women in NJ
who did not receive Medicaid funds.

The linkage of the files for the
baseline years 1985 through 1987, and
the first two years of the implementa-
tion of the Heaithstart program, 1988
and 1989. have been comoleted  with a 90
to 92% link rate. There- were approxi-
mately 90,000 single, live, in-hospital
NJ births in 1985. This has increased
each year, to 104,000 in 1989, with
Medicaid coverina approximatelv 15% of
the births during- those years, and
increasing to approximately 25% in 1991.

The HealthStart LDS for the first
two years of implementation is included
in the following analysis with this
caveat. The HealthStart  program was
initiated in 1988, and therefore, data
from the first two years of implementa-
tion portray a very early picture of the
effectiveness of the program, and may
not be indicative of its effectiveness
after the program has been in progress
for several years. In addition, the
1989 Linked Data are based on a prelimi-
nary file received
report,

iust nrior to this
and have a low& linkage rate of

Medicaid women than other women (85%
compared to 92% respectively). This is

,being corrected by further manual work.
Due to the delays, the file has not yet
been scrutinized as carefully as those
in prior years. However, the very early
findings look promising, and if the dT:z
continue to show the improvement in
future, the HealthStart  program will be
considered a successful program ’
providing quality prenatal care aZ
preventing adverse birth outcomes.

An analysis of the LDS shows that
Medicaid women are significantly
different from other women in age, race,
Hispanic origin, marital status, and
education. HealthStart  women are
approximately the same as other pregnant
Medicaid women, and also different from
other pregnant women in NJ in these
characteristics. Approximately one-
third of the HealthStart  and other
Medicaid mothers were teens, two-thirds
in their twenties and early thirties,
and 3% were over thirtv-four. In
comparison, about 5% of all other women
were teens, 85% were in their twenties'
and early thirties, and 10% were older
than thirty-four.

The MSSD data showed that the
number of teens who received services
decreased between 1988 and 1991. This
is believed to be due at least in part
to the number of teen pregnancy
prevention and education programs
provided in NJ, including the
HealthStart  teen prenatal care Droarams.

Based on the LDS, approximately
20% of HealthStart  and other Medicaid
women were married, whereas at least 85%
of the non-Medicaid women were married.
One-third of HealthStart and other
Medicaid women were white and two-thirds
black, whereas about 80% of the non-
Medicaid women were white, 15% black,
and 3% of other races. -Approximately
30% of HealthStart women were of
Hispanic origin, compared to 25% of
other Medicaid and 10% of non-Medicaid
women.

When the MSSD data were used to
calculate race with the inclusion of
Hispanic origin, the percentage of
HealthStart women who were white or
black was reduced: however, the
percentage of white decreased more than
the black. Approximately 27% were white
non-Hispanic, 40% black non-Hispanic,
30% Hispanic (black, white or other),
and 3% of other races or ethnic origins,
compared to 41% white, 49% black, and
29% of Hispanic origin when Hispanic
origin is considered
race.

separately f;E;
The percentage of white

Hispanic increased in 1991. The
explanation for this change most likely
is the increase of the eligibility for
Medicaid from 100% to 185% of poverty in
that year.

There is an inverse relationship
between education and participation in
Medicaid or HealthStart, based on the
LDS. As would be expected, those with
the lowest level of education had the
most participants in Medicaid, while
those with a high school diploma were
split evenly between Medicaid and non-
Medicaid, and those with the highest
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l e v e l s  ot education had the least
Medicaid participation. This
relationship remained relatively
unchanged over the five years across
these educational levels. The educa-
tional level of women
HealthStart  was comparable to
Medicaid.

Next, each of the
questions will be answered
information collected to date.
supporting the answers to
four and five are preliminary
described above, and further
tion of the 1989 LDS combined
LDS for 1990 and 1991 are
order to provide complete and conclusive
answers to these questions.
RESEARCH QUESTION 1: How successful has
the State been in enrolling and provid-
ing services to the target fiopulation  of
low income pregnant women and children?

receiving
that of

research
using the
The data

questions
data as

verifica-
with the
needed in

Determining the number of women who
participated in the HealthStart  program
each year was not as simple as it would
seem. The Medicaid paid claims d;atz
include women who received services
previous year and are therefore not an
accurate reflection of utilization in a
given year. The utilization reports
from each certified agency include women
who transfer from one service site to
another. Therefore, since women may be
served by more than one provider, the
numbers do not represent an unduplicated
count of women served in the state. The
forms submitted for each pregnant woman
have a lag time of up to 12 months after
delivery (six weeks to the postpartum
visit, 60 days to submit the form, time
for data entry, processing, and output-
ting the data) and therefore, are not
complete or timely enough. The number
of recipients is estimated based on the
paid claims, the utilization reports and
MSSDs  submitted, and confirmed as the
Medicaid paid claims data are linked to
the birth and death files and hospital
billing data.

Based on the number of Medicaid
births in 1985 and the expansion in 1987
of Medicaid eligibility to 100% of the
Federal poverty level, 15,000 pregnant
women were
potential

originallzf  projected
recipients HealthStazt

services. Each year the actual number
enrolled exceeded the goal set for the
program. In 1991 the eligibility was
expanded to 185% of the Federal Poverty
Level, which increased the number of
eligible women to approximately 30,000.
It is estimated that by 1993 nearly the
entire Medicaid population of pregnant
women is being served by the HealthStart
program.

Early entry into prenatal care is
considered a major factor in assessing
the effectiveness of a prenatal care
program. Accurate measurement of onset
of prenatal care is difficult because of
the differing definitions used, and the
use of self-reported versus staff-
reported data.

The data on prenatal care reported
on the LDS showed that 58% of the women
receiving Medicaid began their prenatal

care in the first trimester in 1985.
This has decreased each year, to 50% by
1989. Approximately 85% of the non-
Medicaid women ’ NJ began their
prenatal care in tG first trimester.
This percentage showed some variability
but no significant trend over time.
Approximately 43% of HealthStart  women
began care in the first trimester in
1988. This percentage increased to 50%
in 1989. This was significantly better
than other Medicaid women. The MSSD
data showed an increase in prenatal care
for HealthStart  women in the first
trimester between 1988 and 1991, but
lower percentages were reported than on
the LDS. (The MSSD data are believed to
be more accurate in this case because
they are reported by prenatal care
provider who keeps records of the
visits, whereas the birth certificate
data, from which the LDS is obtained,
are self-reported after delivery and may
not be as accurate in retrospect.)

Basic services are required at all
HealthStart agencies. Data from the
MSSD forms showed that basic services
are provided at a rate of 95% to 100% by
HealthStart providers statewide.
Specialized services are those services
provided beyond the basic HealthStart
services. They include nutrition,
health education, future family
planning, childbirth education,
assistance with substance abuse, social
and psychological services, WIC, special
laboratory work, and home visits.

Provision of specialized services
increased between 1988 and 1991 in all
areas except home visits. A possible
reason for the decrease in home visits
is the increase in patient volume at all
provider sites, to the degree that staff
are unable to provide services which
extend to the clients' homes.

Provision of specialized services
was analyzed by comparing them to the
women's risk factors who received these
services. Assessment of risk factors
before and during pregnancy, and at
delivery, based on the MSSD data, showed
that the percentage of HealthStart  women
,identified  as at risk from any medical,
obstetrical, social or psychological
risk factor was 84% in 1991. This has
been increasing since 1988.

Although the percentage of women
who have medical or obstetrical risk
factors during pregnancy has been
rising, from 57% in 1988 to 62% in 1991,
by the time of delivery these percen-
tages decreased by about 40 percentage
points. The percentage of women
receiving HealthStart services who
reported that they had social or
psychological problems during pregnancy
has also been increasing, from 28% in
1988 to 38% in 1991. However, the
percentage of problems identified at
delivery is also less than during
pregnancy, 12% in 1988, and 17% in 1991.

The reported percentage in 1988
of HealthStart  pregnant women who smoked
(28%),  drank (5%),  or used illegal drugs
(7%), has decreased less than two
percentage points each over the four
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years. However, by the time of
delivery, smoking was reduced to 128,
drinkina to 1%. and use of drugs to 2%.
It sho;ld be' noted that these figures
are below state estimates of what would
be the expected use of illegal
substances. However, since these data
are self-reported, the percentages are
probably an underestimate of the actual
substance use by this population.

The reductions in medical, social,
psychological and substance abuse
problems by the time of delivery is
believed to be, in part, an indicator
of resolution of some of the risk
factors by provision of HealthStart
specialized services during the course
of prenatal care.
RESEARCH QUESTION 2: How successful have
the providers of the program been in
delivering the services they have agreed
to provide?

Provider recruitment has been
increasing each year. During the first
year (1988), fifty comprehensive
maternity care provider sites were
certified to provide HealthStart
services. BY 1990 there were seventy-
four certified sites, and by the end of
1992 there were eighty-four
comprehensive maternity care sites,
recruited in all 21 counties in NJ, with
the greatest concentration in the areas
of greatest need.

Although HealthStart has been
successful in recruiting a large number
of providers, problems with expansion of
the provider pool, coupled with
increased utilization, especially in
inner city and poorer areas, continue to
be an issue. Fewer physicians are
entering obstetrical care practice,
resulting in a shortage of medical
staff. Those who do enter obstetrical
care often enter private practice and
may not locate in the inner city and
poor areas. In addition, physicians who
are in private practice often limit or
refuse to accept Medicaid clients as
patients, citing low Medicaid
reimbursement rates as one of the major
reasons for their non-participation in
the Medicaid program, even with the
increased Medicaid reimbursement rates
provided by the HealthStart  program.

In order to assure that quality
services are provided in compliance with
the established HealthStart standards
and guidelines, providers are monitored
throughout their eighteen month. .r.Prt.wtion  oeriod. One method of

a woman receiving HealthStart
was nearly identical

services
to that of other

Medicaid women in 1988 and 1989.
The average infant birth costs also

were higher for
non-Medicaid ($893)

Medicaid ("ii:)  than

increased steadily until?987
and

groups of women,
fo; both

decline in 1988.
but then started to

of the infant
The cost of the birth

was
HealthStart  infant than

lower for the
that of

Medicaid
other

infants, and more closely
paralleled that of non-Medicaid infants
in 1988 and 1989.
CONCLUSION

In answering the five
research questions, the preliminary

major
LDS

data comparisons and the use of +hn MCCn

facilitate providers' ability to
maintain their certification and remain
eligible f o r renewal of their
HealthStart  certification.

In assessina the delivery of
services by HeaithStart  providers, the
data
questio?

described under research
one above showed that the

agencies have provided basic and
specialized services to a high degree of
compliance with the HealthStart
standards and guidelines.
RESEARCH QUESTION 3: What are the
barriers to the delivery of services?

Each pregnant woman is asked to
list and rank the barriers which
prevented her from receiving early
prenatal care services. An average of
64% of the HealthStart  clients reported
no barrier to their receiving prenatal
services. Where barriers were
identified, the woman's own inability,
unwillingness or refusal to obtain
services was ranked first by 14%.
Language, transportation, cost, child
care, and problems with scheduling were
ranked hiahest bv 5% or less. Only the
language lbarrier had increased over the
four years.

When HealthStart  women who entered
care late were asked to give their
reasons on the MSSD form, 32% responded
that the main reason was that prenatal
care was not perceived as important or a
priority. The next highest reason,
given by 10% of the women, was atEE;bl;;
with money or insurance. Less
said that problems with appointments, or
other agency-related problems were the
cause of delayed care.
RESEARCH QUESTION 4: How effective has
the HealthStart program been in
improving health outcomes of these women
and their babies?

Based on the MSSD data, the
percentage of HealthStart women with
uncomplicated labor delivery
increased from 53% in yc88 to 65% in
1991. During the same time period, the
percentage of HealthStart  women giving
birth by cesarean  section has decreased
from 20% to 18%.

Medicaid women had significantly
more premature deliveries (19%) than
other women (10%) between 1985 and 1989.
HealthStart women had significantly
fewer premature births than other
Medicaid women in 1989. (Due to small
numbers of prematurity (less than 37
weeks aestation). low birth weight (less
than 2500 gramsj.  and infant mortality

'I , '3CA  ;I_\ T

and technical expertise in
collection, definition,

data

the past decade.
and analysis in

The ability to produce
good outcomes research has been and will
be improving as our abilities
good

to use
methodologies and

improves.
technologies

1. National Center for
Statistics.

Health
Monthly vital statistics

report: vol 38 no 13, provisional data.
Hyattsville, Maryland: Public
Service. 1990.

Health



Health Data
for Program

Management

Toward the year

Refining the measures



PUBLIC LAW 99-457 CHILD FIND AND TRACKING SYSTEM

Joyce M. Eatmon, Arkansas Center for Health Statistics

Introduction
In October of 1986, Congress enacted Public Law

99-457, which reauthorized the Education of the
Handicapped Act (Public Law 94-142) and amended the
act to include an early intervention services program.
This act requires that states provide special services to
developmentally disabled children under three years of
age. Also required is a data management and child find
system. Arkansas’ approach in developing the Child
Find and Tracking System is to draw upon data from
existing data systems. Integration of data from multiple
sources increases the likelihood that eligible clients will
be identified, enhances the value of the individual data
systems for administration, program management,
policy analysis and research, and reduces the costs of
implementing Public Law 99-457.

Child Find
There are two components to the Child Find and

Tracking System. The first is the “child find” module.
The second is concerned with “tracking” the child’s
progress. The “child find’ component involves
identifying those infants and young children who are
developmentally delayed or at risk of being
developmentally delayed. Once these infants and
toddlers are identified, they may then receive
specialized services to treat their problems and prevent
the development ‘of future disabilities. The “child find”
component is accomplished by drawing upon data from
at least two separate sources. They are Vital
Records/Health Statistics, and High Risk Infant Case
Management Program. Other possible data systems
but not currently being used are Medicaid Paid Claim
Files, Arkansas Reproductive Health Monitoring,
Children’s Medical Services, and Arkansas Department
of Health Patient Management System.

The foundation of the child find system begins with
Vital Records data. Birth certificate data provides a
virtual wealth of data on every infant born in or to a
resident of Arkansas. For example, socio-economic
characteristics and medical risk factors of the mother,
abnormal conditions of the newborn, congenital
anomalies, gestational age, and birth weight. Since
child find and early intervention is the identification of
infants with serious medicai  needs there exists the,
possibility that some of them may have died. For this
reason, the child death file is linked to the birth file so
that these children are not included with eligible child
find children. Included in this paper are births occuring
from January 1, 1989 through December 31, 1992.
During this period, there were 148,417 births to
Arkansas residents. 1,667 of these births were
identified as either an infant or child death. After
identifying certain selected conditions on the live birth
file, 16,629 possible early intervention births were found.

The second data system used for the child find
system is the Arkansas Department of Health’s High
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Risk Infant Case Management Program. This four
county pilot program involves targeted case
management for low birth weight infants, infants with
congenital anomalies, infants with teenage mothers and
other socio-economic conditions such as substance
abuse and an unstable home environment.

The reporting system for the High Risk Infant
program includes two forms, the entry or identification
and screening form and the tracking or encounter form.
883 high risk infant entry forms have been reported for
infants and toddlers born from 1989 through 1992. 998
tracking forms tracking forms have been reported.
Since there may be more than one tracking form per
child, this file is aggregated to one record per child.
Although the entry point for this system should be the
entry form, tracking forms are often received for children
we have not received entry forms for. To get an
accurate count of the children in the High Risk data
system, the two data bases are merged. After merging
the entry form and tracking form data bases, 938
children were reported in the high risk data system.

To create the child find data base, the vital records
data base and the high risk infant data base were
merged. 853 high risk infants were matched to the live
birth file. After merging the early intervention births and
the high risk infant births, a total of 17,482 births were
included in the child find data base. Only 225 of the
High Risk infants were identified as possible early
intervention children from the birth certificate.

There are definite differences between the two child
find groups. High Risk Infant mothers have a greater
percentage of mothers under 18 years of age at 28.8
percent while Vital Records mothers have 8.3 percent.
When we look at education, we see that 27.4 percent of
Vital Records mothers have less than 12 years of
education while 60.9 percent of the High Risk mothers
have less than 12 years of education. High Risk
mothers are more likely to be unmarried at 71.8
percent. Vital Records mothers have 33.4 percent
unmarried. High Risk mothers are also more likely to
be Black with 72.9 percent. Vital Records mothers are
26.4 percent Black. High Risk mothers are more likely
to receive late or no prenatal care with 18.5 percent,
while 7.5 percent of Vital Records mothers received late
or no prenatal care. High Risk mothers also are more
likely to have had a previous birth. 21.0 percent had
three or more previous live births in contrast to 9.7
percent Vital Records mothers. Weeks gestation also
differs between the two sources. 21.7 percent of Vital
Records births were less than 36 weeks gestation while
31.1 percent of High Risk births were less than 36
weeks gestation. Percent of births with birth weight
under 1500 grams were similar for both groups.
However, the percent of births between 1500-2499
grams differed with 13.9 percent for Vital Records and
27.4 percent for High Risk.



Tracking
The “tracking” of early intervention children is the

second component of the child find and tracking
system. The tracking component requires that the child
be monitored to assure that appropriate services are
being provided in a timely manner. This information is
made available through the early intervention data
collection system. Case Managers and other
appropriate personnel report referrals made and the
services provided for each child through the use of
sixteen laptop computers available in the regional
offices. The case managers may then update a child’s
record on a weekly basis.

researchers may be able to identify those factors which
are associated with the conditions that exist in early
intervention children. With this knowledge, the early
intervention system could be enhanced to provide
better and more specialized services.

The data collection system is composed of five data
bases. Each one is tailored to a specific element of the
Early Intervention System. They are Child Identification,
Early Intervention Services Received, Early Intervention
Services Needed, IFSP (Individualized Family Service
Plan) Updates, and Transitions. All of these databases
were designed with the purpose of providing ease in
case management of eligible children, satisfying the
federal reporting requirements, epidemiological
research, linkages to other databases such as Vital
Statistics and Medicaid, and evaluating the effectiveness
of the Early Intervention System.

The first database, Child Identification, includes all
children that have been referred for early intervention
services. It has all the referral, demographic and
identifying information on the child. Also included is
information on parental consent, eligibility status and the
developmental status of the child upon entry into the
program.

Early Intervention Services Received contains
information on the services that a child is receiving or
has received. Included in this data base is information
on the service location, provider, funding source, and
dates of service. Related to the Early Intervention
Services Received data base is the Early Intervention
Services Needed data base. lt contains information on
the services that a child needs but is not receiving,
including the barriers to the service.

Essential to case management is the IFSP. The
IFSP Updates data base has basic information related
to every IFSP written and assessments made on a child.
Included in this data base is the type of IFSP and/or
assessment that was performed on the child.

The transitions data base is provided for exiting the
child from Early Intervention. Included in this data base
is the developmental status of the child and what type
of service the child will receive after exiting the program.

Conclusion
While the Child Find and Tracking System is

primarily an administrative data base, there are certain
benefits derived from its use. With the different data
sources merged into one, further information becomes
available that are not available when the sources remain
separate. A new data base is created which enables
case management, programmatic analyses, evaluation
and research. With this large source of data,
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THE COMPETITIVE INITIATIVES PROGRAM--A NEW JERSEY RESPONSE TO THE
ESCALATING COSTS OF HEALTH CARE

Marcia M. Sass, New Jersey Department of Health
C. Epstein, M.C. Fulcomer, R.M. Martin,

S.P. Ficara, and B. Siegel

When Governor Jim Florio took office
in 1990, he stated his commitment to
address the serious problem of escalating
health care costs. Shortly thereafter, he
established the Governor's Commission on
Health Care Costs to study the sources of
the problems and propose recommendations.
This Commission published approximately 90
recommendations (Governor's, 1990) many of
which were incorporated in Public Law
1991, Chapter 187, The Health Care Cost
Reduction Act. This multi-faceted,
omnibus health care reform act was aimed
at reducing health care costs by
introducing measures to assess, plan,
build system infrastructure, and redirect
patients to the most appropriate health
care settings. Two key components of
C.187, aimed at expanding
nonhospital-based delivery systems for
preventive and primary care, were among
the recommendations from this Commission.
A 0.53% assessment on all acute care
hospital revenues in the State to
establish the Health Care Cost Reduction
Fund (HCCRF), serves as the funding
source.

This paper will highlight uses of
data in the development of programs and
selection of sites and will address
practical aspects of implementation and
evaluation of a key component of C.187,
New Jerseyfs Competitive Initiatives
Program (CIP). This demonstration program
is intended to strengthen relationships
between urban hospitals with high
uncompensated health care costs and
community health centers in the delivery
of primary care in an effort to reduce
these health care costs. The second C.187
primary care demonstration initiative
includes expanding services and hours of
operation at Federally Qualified Health
Centers (FQHCs). Because three of the CIP
sites are connected with FQHCs, these will
be mentioned throughout. Both of these
demonstrations included mechanisms to
reimburse the health centers either
through the HCCRF or New Jersey Health
Care Trust Fund monies (C.187, 1991). The
use of key data sources will be emphasized
throughout including the Current
Population Survey; the Uniform Bill
Patient Summary (UB-82) collected on
approximately 1.3 million acute care
hospital admissions each year; surveys of
inpatient and emergency room (ER)
utilization from 96 acute care hospitals:
and Codman small area analysis data
(Codman,  1993).

BACKGROUND INFORMATION THAT NEW JERSEY
CONTINUES TO TRACK

Democraohics of the Uninsured Pooulation

In 1989 in New Jersey, there were
more than 800,000 uninsured individuals
under the age of 65. In terms of
demographics, by race and ethnicity, the
majority were white, although a
disproportionate share were minorities.
In particular, one in six African
Americans and one in four Hispanics under
the age of 65 had no health insurance
coverage. For the population as a whole
11.7 % under age 65 lacked coverage. Even
those with coverage often had limited
benefits and lacked access to some
services (NJDOH, 1992).

Of note is that not all uninsured
persons are from the lowest income groups.
According to a recent report on the
uninsured in New Jersey (Kronick, 1990),
39% of all uninsured in New Jersey were in
a family with incomes above 300% of the
poverty level. About 428,000 uninsured
persons, or 55% of New Jersey's uninsured
population, were full time workers or
dependents of full time workers. An
additional 85,000 or 11% worked about 75%
of full time or were dependents of such
workers. Therefore, two-thirds of
uninsured persons represent the working
population. Many are self-employed or in
small businesses with fewer than 100
persons, often in retail trade and service
industries. Employees in these businesses
usually lack the resources to obtain
health insurance on their own.

In New Jersey, a UMDNJ Eagleton  Poll
(UMDNJ, 1992) indicated that 20% of those
who had a health-related problem, and did
not see a physician, failed to do so
because of inadequate health insurance.
Compared to New Jerseyans with health
insurance, those without were five times
less likely to have visited a physician
even when they had a health problem.
These individuals are often forced into
crisis-oriented, episodic care provided in
more costly settings such as the emergency
room. New Jersey has made provisions
through its hospital reimbursement system
to provide care to anyone seeking services
at any emergency room in the State.
Through a surcharge on patients' bills, in
effect until January, 1993, when new
health care reform legislation took effect
(C.160,  1992), it assured all residents
access to hospital care by guaranteeing
hospitals full compensation for
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uncompensated care (charity care and bad
debt) costs. For 1992, these costs were
projected at $750 million (NJDOH, 1992a).
As a companion to its reimbursement
system, New Jersey has been collecting the
UB-82, a rich database for both hospital
inpatient, outpatient,
services.

and emergency room
Information from this database

converted into the Codman PANDORA
database, as well as annual and quarterly
surveys of inpatient utilization, have
enabled the State to study the impacts of
ambulatory care sensitive (ACS)
conditions--those that generally could
have been prevented or minimized with
earlier preventive and primary care--and
use of hospital outpatient services
(Billings, Zeitel, Lukomnik, Carey, Blank
& Newman, 1993; Millman, 1993).

Ambulatory Care Sensitive Conditions

Princeton. The New Jersey adjusted rate
was 23.7 per 1,000. Essex and Hudson
Counties, which contain Newark and Jersey
City respectively, among the areas with
the highest rates on the list, have the
highest percentages of minority residents
in the State, 54.9% and 52.6% respectively
(NJDOH, 1992).

Hospital Outpatient DeDartments

One method of assessing the impact of
barriers to preventive and primary care is
to study hospitalizations for ACS
conditions. Using this approach
(Billings, Zeitel, Lukomnik, Carey, Blank
& Newman, 1993; Millman, 1993),
in 1991, there were about 183,481 such
admissions--roughly one out of eight
admissions--that might have been the
result of a failure of New Jersey#s
primary care system. In 1990, the charges
for these admissions amounted to over $945
million, and in 1991 (TABLE I), over $1.1
billion. The distribution of costs by
payer closely parallels that for all
inpatient admissions --meaning that early
and adequate access may be a problem for
many New Jerseyans. In 1991, this
represented costs to the system exceeding
$90,000,000 for those uninsured
individuals with conditions that might
have been preventable (Codman,  1993).

In 1989, New Jersey hospitals
reported a total of about 10,000,000
outpatient visits. Of these, 21 percent
were emergency room visits, and 18 percent
were clinic visits. Of the 1.8 million
clinic visits, 58% were for primary care.
It is estimated that about one-third of
the ER visits were for primary care as
well. Of the total outpatient visits, 64%
were made 'by Medicaid, self-pay
(uninsured) and charity care (less than
250% below the poverty level) patients.
At an average cost of $114 per OPD visit
and $134 per ER visit, it is
conservatively estimatedthatthe combined
costs for the OPD visits for primary care
in 1989 in these locations were at least
$100 million. For primary care, the costs
in this time period were roughly $200
million. Admissions to the hospital from
the ER represent about 19% to 20% of all
ER visits.

The New Jersev Medically Underserved
Index

The development of this index was
called for in C.187. It evaluates
economic and health status indicators that
point to relatively more underserved
areas. Significant overlap is revealed in
comparing high need areas identified by
the ACS conditions and NJMUI rankings.

TABLE I
COSTS OF AC8 INPATIENT ADMISSIONS TO NEW JERSEY HOSPITALS FOR 1991

Payer Cost of ACS Percent of Percent of
All Admissions* Total Cost Admissions

Medicaid $ 114,604 10.2 10.8
Medicare $ 536,193 47.8 47.8
Other/Federal 4.5 4.1
Private Insurance

; 3X;
29.3 29.8

Self-Pay/Charity $ 911362 8.2 7.5
Total $1,121,508 100.0 100.0

Source: (C) PANDORA 1991-1993, The Codman Research Group, Inc.
*Costs in 1000's

TABLE II rather dramatically
illustrates the 1991 ACS condition aqe-
and sex-adjusted admission rates for
selected ZIP codes and counties in New
Jersey. In rank order these range from
90.4 per 1000 admissions in areas in
Newark to a low of 2.1 per 1,000 around

SELECTION OF SITES

A rigorous Request for Application
(RFA), requiring hospital applicants to
incorporate how their institutions
compared on rates of ACS condition
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admissions, percents of uncompensated but also of the sponsoring agency. It
care, emergency room use for nonemergent takes a sufficient staff with knowledge of
conditions, and use of outpatient clinics, the surrounding legislative/political
in their proposals (NJDOH, 1991) was environment, an understanding of and an
circulated in the fall of 1991. Selection ability to work with the original
of hospital sites was based on inclusion legislation and idiosyncrasies of the
of these data in a comprehensive proposal sponsoring agency, and the capacity of the
to address the problems in the particular sponsoring agency to provide clinical,
service area. Four large pilot projects, reimbursement, and evaluation expertise to
each receiving $1.3 million in each of two the sites. For example, groundbreaking
years, seven smaller 'llook-alikel'  sites policies to reimburse the health centers
receiving up to $200,000 per year, two for charity care eligible patients from
planning grants, and eleven mixed grants Chapter 83 Health Care Trust Fund monies
up to .$200,000 per year were recommended. and detailed guidelines for grant coverage
Twenty-three have been funded and are of pharmaceuticals prescribed by the
currently in various stages of health centers for eligible patients had
implementation. to be developed in addition to the

TABLE II
DRG DATABASE FOR 1991

SELECTED ZIP CODE AREAS, ALL AGES - ACS-TOTAL CONDITIONS
SORTED BY ADMISSION VALUE
ADJUSTED RATE CALCULATION

ZIP Code/County ObsAdm Adm/ARC PtDays LOS

Newark 938 90.43 983.23 10.9
Newark 1869 66.09 710.68 10.8
Paterson 1700 55.79 538.84 9.7
Jersey City 2581 50.09 488.14 9.7
Atlantic City 1960 45.70 390.70 8.5
Camden 1017 43.08 369.41 8.6

. Trenton 662 42.09 344.22 8.2
Perth Amboy 1750 41.71 372.22 8.9
Paterson 679 41.69 369.17 8.9
Jersey City 1537 40.43 386.28 9.6
Salem 529 37.73 278.23 7.4
North Plainfield 1682 33.77 311.83 9.2
*CUMBERLAND COUNTY 4069 28.67 216.78 7.6
*ATLANTIC COUNTY 6792 28.55 233.53 8.2

**Total NJ 183481 23.74 210.42 8.9
Princeton 11 2.12 9.26 4.4

(C) PANDORA 1991-1993, The Codman Research Group, Inc.
* Total for county residents

** Total for all State residents

In addition, to the four main
criteria, selection was based on the
applicant's plan and timeframe for
implementation, the ability and
commitment of the applicant to develop
nonhospital based comprehensive primary
care services, and the likelihood that
the program would impact health status
indices, improve coordination of primary
care delivery with other social
services, and reduce ER use and hospital
ACS condition admission rates. Further,
the applicant had to be willing and able
to participate in an evaluation.

evaluation strategy. In New Jersey,
almost none of these had been considered
when the original sites were selected. It
has ranged from difficult to impossible to
provide the necessarytechnicalassistance
to sites for implementation of all aspects
of the program. With the short two year
timeframe given to these sites, it is
unlikely that all aspects, such as the
evaluation, will be accomplished as
planned.

EVALUATION

For the larae sites. because of all

REALITIES/PRACTICALITIES OF
IMPLEMENTATION

Implementation of this type of
program requires not only a partnership of
the hospital and community based provider

of the confounding variables, including
new health care reform legislation (C.160,
1992), general system data are
insufficient to measure effects.
Therefore, a retrospective/prospective
design using a patient referral database,
linked hospital ER and inpatient UB-82
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data, and a health center prospective
encounter database has been planned.
Individuals enrolled in the CIP are to be
tracked retrospectively for two years for
hospital ER, ACS conditions, and primary
care visits at the health center. Efforts
in this area have been thwarted by
layoffs, insufficient sponsoring agency
staff, and lack of named UB-data.

Overall, there are some beginning
indications that the FQHCs (among which
three of the large CIP sites are
connected), may be having some effect. For
all the FQHCs, there were 65,678 primary
care visits above the baseline at the end
of the first year of expansion efforts.
Though trends must be watched, total ER
visits in the State appear to have dropped
by more than 41,000 during this same time
period. For the CIP sites which had later
start dates, a couple of the smaller ones
appear to be having some effect on ER use
at the partner hospitals. For one that
began expansion of its family health
center in the third quarter of 1992, and
succeeded in increasing primary care
visits from about 50 to 300 per month, the
partner hospital experienced a reduction
of over 560 visits in the fourth quarter
alone when compared with the previous
year. At another active CIP site serving
only charity care and self-pay patients,
two local hospitals have experienced
reductions of ER visits by at least 10%
since the primary care site has become
active (NJDOH, 1993).

SUMMARY

The CIP targeted urban hospitals with
high emergency room utilization for
primary care services, high uncompensated
care costs (from charity care and bad debt
patients), and high rates of
hospitalizations. Through a rigorous
request for application (RFA) process,
these hospitals have been challenged to
develop working relationships with lower
cost community health centers to move
patients into more appropriate care
settings. These are very exciting
programs. Use of data and practical
aspects of implementation to enhance the
likelihood of the success of such programs
and their evaluation have been addressed.
Two main conclusions can be drawn: 1) it
is criticalto have sufficient sponsoring
agency support staff in place when
launching such programs; and 2) timeframes
must be greater than two years when major
infrastructure changes are planned to
enable sites to respond to the challenge.
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USING MEDICARE'S END STAGE RENAL DISEASE PROGRAM MANAGEMENT AND MEDICAL
INFORMATION DATABASE FOR PROGRAM MONITORING AND POLICY DEVELOPMENT

Joel W. Greer, Health Care Financing Administration

INTRODUCTION

As the insurer for approximately 93 per-
cent of chronic dialysis patients, the
Medicare program has a responsibility to
monitor and assess their medical care.
The Health Care Financing Administration
(HCFA), the Federal government agency
administering Medicare, receives bills
for most medical services provided to
dialysis patients. The billing informa-
tion and other data about Medicare end
stage renal disease (ESRD) patients is
compiled in a computerized database
called the ESRD Program Management and
Medical Information System. HCFA has
begun using its exiting computerized
information system to carry out its pro-
gram oversight functions rather than
undertake expensive and sometimes intru-
sive new data collection projects.

HCFA, like many private insurance com-
panies, has designed its billing forms
and procedures in an attempt to effi-
ciently, quickly and accurately pay pro-
viders for covered and necessary medical
services given to beneficiaries. Data
derived from claims are not designed to
be used for policy evaluation, quality
assurance or biomedical research. How-
ever, health services researchers within
and outside of HCFA have attempted to use
such data for these purposes with varying
degrees of success. On the surface,
using claims data would appear to have
some important advantages:
. The data are already computerized.
. There are large numbers of patients

and services.
0 The data cover a wide range of cov-

ered medical services and treatment
settings--doctor visits, hospitaliza-
tions and outpatient clinics.

l The data contain charges and pay-
ments.

This paper uses the example of a newly
approved pharmaceutical for chronic renal
dialysis patients--human recombinant
Erythropoietin (EPO)--to discuss the
strengths and limitations of HCFA admin-
istrative data for
0 monitoring patient treatment patterns

and outcomes;
a evaluating HCFA policies and regula-

tions; and,
l assessing and improving quality of

care.

BACKGROUND

EPO is one of the first recombinant-DNA
produced biologicals  to receive Food and
Drug Administration (FDA) approval for
human use and to be widely marketed.'
Because its first FDA approval was for
the treatment of anemia associated with
chronic renal failure, Medicare was the
predominant purchaser. At the time of
its approval, Amgen, Inc. was the sole
seller in the United States. Amgen had
invested heavily in developing EPO and
getting it through the FDA review pro-
cess. EPO was. safe and effective, but it
was also expensive. It was estimated
that EPO might cost $100 million in its
first year with costs rising as its use
spread to approxipately  a quarter billion
dollars per year. Given the unusual
market structure with one seller and one
major buyer and the problems of pricing a
high-tech biological, it was apparent to
the Federal government that special at-
tention would have to be paid to moni-
toring the drug and assessing its medi-
cal and financial impacts.3

HCFA began coverage for EPO provided in
outpatient dialysis facilities in June
1989 at an interim payment policy of $40
per administration with a $30 add-on for
doses of 10,000 or more units.4 Although
the Government had expended much work in
estimating an appropriate price and pay-
ment system, the policy was preliminary
since much of the required information
was unknown.5 The Office of Technology
Assessment (OTA) examined 9 payment sys-
tems and compared their strengths and
weaknesses.3 The Department of Health
and Human Services office of the Inspec-
tor General (OIG) examined the costs of
developing, manufacturing and distribut-
ing EPO that were relevant to setting a
fair price for EP0.3'5 However the OIG
was given only limited access to the
proprietary commercial and financial data
necessary to estimate costs.6 Finally,
the dosing patterns and rate of diffusion
into the dialysis population could only
be crudely estimated from the results of
the clinical trials.

HCFA believed the $40 per administration
payment would
. cover dialysis facility costs for the

pharmaceutical and its administration
at an average dose of 3,500 units7
and

l give Amgen a fair return on its in-
vestment in research and develop-
ment.'B3

HCFA clearly stated that the initial
rates were interim rates intended to
allow timely access to EPo. A dialysis
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facility would make a profit on some
patients who responded to low doses and a
loss on others who required high doses,
but the payment covered overall costs at
a clinically conservative average dose.
It is not clear how the 3,500 unit aver-
age dose was derived. Based on the clin-
ical trials, the OIG, OTA and HCFA ex-
pected doses to average 5,000 units.3#5@8

The dose actually administered might not
be independent of the payment policy.
The fixed payment per administration
payment gave facilities a financial in-
centive (1) to limit EPO dosage and (2)
to give EPO to many patients. The lower
the dose, the greater the profit per
recipient; the greater the number of
recipients, the greater the total prof-
it. One of the important research ques-
tions investigated using billing data was
the extent to which financial incentives
influenced anemia treatment practices.

EPO BILLING PROCEDURES AND DATA

Billing data do not usually contain the
detailed dosing and outcome measures
needed for monitoring quality of care
since billing procedures generally focus
on efficient reimbursement. However for
EPO, HCFA required providers to include
on each bill the dose per administration,
the number of administrations and the
patient's most recent hematocrit. The
clinical trials had used the hematocrit--
a measure of the density of red blood
cells in the blood--as the outcome meas-
ure.

Although the dosage and the hematocrit
were collected primarily for reimburse-
ment purposes, HCFA required more de-
tailed information on EPO bills than was
required for payment alone. The exact
dose was collected although payment re-
quired knowing only whether the dose was
greater than 10,000 units. HCFA wanted
the hematocrit to determine whether EPO
was medically necessary but it was col-
lected to the nearest tenth of a per-
centage point. HCFA data often do not
identify the dosage (only the number of
administrations during a time period) and
seldom contain a clinically appropriate
outcome measure. The greater detail than
are usually available from administrative
data were one important element in the
success of the EPO monitoring program.

Another critical element was timeliness.
Due to delays in submission or process-
ing, billing record5  may take many months
to become complete. HCFA's  Bureau of
Data Management and Strategy implemented
a computerized fast-track data collection
and monitoring system into which all EPO
bills were copied as soon as they were
paid. This allowed distribution within
HCFA of a monthly worksheet that included
the number of patients receiving EPO,

charges, and the mean dose and hemato-
crit. Although these data were by month
of bill processing rather than month of
service, they were available about two
months after the date of service.' EPO
billing files created by the usual pro-
cessing path take nine months from the
date of service to become 95 percent
complete. In addition to speeding up the
data collection process, the EPO data
files saved analysis time by performing
much of the data gathering, formatting
and cleaning steps. The 4-6 months saved
by the expedited monitoring files were
critical in making the data available to
policy makers in a timely manner.

EARLY ANALYSES LED TO A CHANGE IN PAY-
MENT POLICY

Monitoring of EPO began soon after cov-
erage of EPO. The monthly spreadsheets
mentioned above were distributed to oper-
ations, policy and research sections
within HCFA beginning in December 1989.'
HCFA analyst Paul Eggers used the EPO
data files to do person-level analyses.
HCFA also awarded a contract to a re-
search team lead by Neil Powe to study
the use of EPO in the year following
coverage of EPO. The Department of
Health and Human Services' Office of the
Inspector General (OIG) directly sampled
dialysis facilities to create its own
database of EPO billings.

There were preliminary results within 9
its first coverage by Medi-

EPO was diffusing rapidly among the
dialysis population--faster than had
been expected.
The mean dose was 2,600-2,700  Units
of EPO with about one-third of pa-
tients receiving the modal dose of
2,000 units.
Hematocrits rose but remained below
30 for most patients. While there
are no consensus guidelines on anemia
therapy among dialysis patients, the
clinical trials and the literature of
the time suggested target ranges with
minimum bounds of 32 or higher.
There was no evidence of the dose-
responsive rise in hematocrit found
in the clinical trials.
There was no evidence of physicians
prescribing an initial high dose to
raise hematocrits followed by a lower
long-term maintenance dose.~. . _ _ __

While modified and expanded upon, all
these findings were confirmed by later
analyses.

In May 1990 the OIG began circulating a
draft report on its investigation of EPO.
The OIG concluded that the mean dose was
2,700 units and that at this dose facil-
ities earned a gross profit of 42 per-
cent. The OIG recommended a payment based
on the number of units of EPO adminis-
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tered to lower total Government expendi-
tures. The OIG estimated Government
payments to be $265 million per year (80
percent of EPO charges of $330 million)
and increasing as EPO diffused through
the dialysis population. The OIG recom-
mended *@Eliminating the flat interim rate
and establish[ing]  a payment rate based
on actual units of EPO administered up to
a capped amount.1V8 In its July 1990 com-
ments to the OIG, HCFA expressed concern
that payment based on dosage could create
incentives to overperscribe EPO and said
HCFA was studying the issue."

On June 14, 1990 the House Subcommittee
on Health, Committee on Ways and Means
held hearings on EPO. Representatives
from the OIG, OTA and dialysis providers
testified. The testimony focused on the
large facility profits. There was little
mention of the low hematocrits. All
witnesses favored covering EPO when self-
administered by home dialysis patients.
Most witnesses supported, at least in
principal, payments based on units of EPO
dispensed, although dialysis facilities
wanted no policy change at that time.13

In the Omnibus Reconciliation Act of 1990
Congress
0 changed the payment policy changed to

$11 per 1,000 units, effective Janu-
ary 1, 1991, and

a authorized HCFA to pay for EPO for
self-administration to home dialysis
patients.

Coverage of self-administered EPO re-
quired Congressional action since the
Social Security Act generally prohibits
Medicare from covering pharmaceuticals
that are self-administered." Congress-
ional intervention was not needed for the
change in payment policy. HCFA was anal-
yzing EPO utilization and outcome data
and seriously considering alternatives to
the interim payment policy. Congress
acted quickly in part because it was
Willing to use preliminary results as the
basis for action and in part because it
was willing to specify a dollar amount
with only limited data. Nowhere in the
published testimony or reports is there
any discussion of an appropriate per unit
payment rate. However by mandating a
Specific  payment rate, Congress removed
Administration flexibility. Future-
changes in payment rate will have to be
made by Congress. current (August 1993)
newspaper reports indicate that Congress
Will change the rate to $10 per 1,000
Units in OBRA 1993.

RESULTS OF THE POLICY CHANGE

Figure 1 shows the dose per administra-
tion and the mean hematocrit before and
after the payment policy change. The
change in payment policy which became
effective January 1, 1991 appears to have
had a large impact on physicians' pre-

scription of EPO. In the first six
months of EPO availability, average EPO
doses were low. Providers begun increas-
ing EPO doses at about the time the
change in policy was announced. The rate
of increase grew after the new policy
went into effect. The current average
dose per administration of about 4,100
units is consistent with dosing guide-
lines based on the clinical trials.

It is not possible to draw conclusions
about causality from simple time trends
such as presented in this graph. How-
ever, the low initial dose and its large
increase following the change to a per
unit payment is certainly consistent with
the financial incentives of the payment
policies. Unlike the old payment policy,
the new one removed any financial incen-
tive to limit EPO doses and may have
created a small incentive to increase
doses. Furthermore, more sophisticated
analyses also suggest that the change in
dosing patte,$ns  were caused by the change
in policy. ’ ’

Under the new payment policy, Medicare
EPO expenditures depend on the delivered
dosage. Medicare payments for EPO de-
creased substantially after the new pay-
ment policy became effective. They d-
ropped from an annualized rate of $319
million per year in the last three months
of 1990 to $269 million per year in the
first three months of 1991. Fueled by
more EPO recipients and higher EPO dos-
ing, annualized expenditures exceeded
their highest level under the old policy
in the second quarter of 1991 and have
risen continuously since. Current estim-
ates of annualized EPO expenditures
exceed 500 million per year.

As shown in Figure 1, the hematocrits
changed only a little despite the higher
EPO doses. From fourth quarter of 1990
to fourth quarter of 1991 the mean hema-
tocrit increased by only 1.0 percent
while the mean EPO dose rose 26.5 per-
cent. Over the same one year period, the
percentage of patients receiving EPO for
more than 3 months increased from 46.6 to
49.4 percent.' Analyses of person level
data also show only a small dose-hemato-
crit relationship in clinical practice.16
It is not known why hematocrits do not
exhibit the dose-response rise seen in
the clinical trials or remain below 30
despite the higher doses.

Dosing practices appear to be in line
with those of the clinical trials, but
the expected outcomes have not been
achieved. Clinical trials establishing
the efficacy and safety of new drugs take
place in controlled practice settings and
often on a selected sample of patients.
For example, the phase III clinical tri-
als of EPO excluded patients with sys-
temic diseases.18  More importantly,

486



efficacy is measured by prescribing exo-
genously determined dosages and measuring
the resulting hematocrit. The efficiency
of a drug in actual practice SSttingS
estimated from billing data measures
something different. In clinical prac-
tice, the observed dose is likely to be
based on the patient's response to prev-
ious EPO administrations. Physicians may
increase the dose until the patient
reaches a target hematocrit or until
anemia symptoms moderate. As a result it
is not necessarily surprising that
effectiveness of EPO in actual practice
is significantly lower than the efficacy
of the trials. What may be of concern is
the low average hematocrit and the sur-
prising high number of persons with hema-
tocrits below 30. Unfortunately, the
billing data alone are not adequate to
suggest the cause or causes of the lower
outcomes."

THE EPO QUALITY ASSURANCE PROGRAM

The lower than expected hematocrits are
one reason driving the choice of anemia
treatment as the first ESRD Health Care
Quality Improvement Program (HCQIP)
topic. HCFA and the ESRD Networks are
developing a patient data base to display
the relations between EPO and hematocrit.
Tables and graphs comparing each pro-
vider's treatment patterns and outcome
measures to local and national averages
are to be created using centralized data
and computing capabilities. They will be
given to local level Medical Review
Boards and to the individual providers.
The intention is to study at the local
level how treatment and outcomes can be
improved. It is hoped access to data on
their own performance will stimulate
providers to find ways to change prac-
tices in appropriate ways.20

Figures 2 and 3 are examples of the type
of processed data that might be presented
to a arbitrarily selected facility.
Figure 2 displays the facility's average
weekly dose of EPO--a measure of treat-
ment pattern. The facility's performance
is compared with the 95 percent con-
fidence interval (CI) of its state. The
CI is adjusted to reflect the number of
patients in the facility in each quarter.
As can be seen, the chosen facility was
within the state range except for one
quarter where it delivered higher doses.

Figure 3 shows the same facility's mean
hematocrit and state CI. The facility
was frequently below the state norm. The
state as a whole was generally below the
30 percent target. This particular faci-
lity delivered doses of EPO similar to
other facilities in its state, but exper-
ience lower outcomes. The most common
factors believed to lower responsiveness
to EPO are iron deficiency, inflammation
and infection, and aluminum overload.

Most of these are treatable, or at least
can be ameliorated with additional medi-
cal intervention. There are also some
relatively rare conditions which lower
responsiveness to EPO and are not treat-
able. Non-responding patients can be
tested and if necessary given large doses
of EPO. With the advent of EPO, most
patients can reach an acceptable hemato-
crit level. It is hoped that data on
practice patterns and patient outcomes
will give providers the data and motiva-
tion to refine their treatments to
improve outcomes.

CONCLUSIONS

HCFA billing data for EPO provide a suc-
cessful example of the use of data de-
rived from billing and administrative
forms. Data from the first period after
EPO*s approval showed rapid diffusion,
but low doses, low outcomes and high
facility profits. Analyses were begun
soon after EPO was covered and were one
reason for Congress legislating a new
payment policy. Subsequent to the new
reimbursement rules, EPO doses increased.
Although the expected higher hematocrits
have not materialized, this demonstrates
that payment policies sometimes exist
which provide incentives to improve
patient outcomes. Due in part to the
large variations in hematocrits, HCFA is
now beginning to provide results from
billing data to providers in expectation
that patient outcomes can be further
improved.

There are several reasons EPO billing
data were so useful in changing policy.
The first was the availability of data on
dosing and outcomes from the bill itself.
The second was timeliness. HCFA set up a
data processing method before the first
bill arrived that provided almost real
time data. The OIG also started collect-
ing data for its evaluation at an early
date. The third was that the data were
put into a usable form rapidly. This
last step is the role of analysts: to
put data into a form which will be mean-
ingful to its audience. For Congress,
the OIG emphasized the high profits being
made by dialysis facilities. For clini-
cians, the Johns Hopkins analysts have
published or in press seven articles in
peer-reviewed journals. Finally, for
providers, HCFA is designing data presen-
tation formats based in part on Total
Quality Management ideas.

The views in this paper are the author's
and do not reflect any position of HCFA.
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Figure 1: Mean EPO Dose and Hematocrit
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DATA SOURCES USED IN PRIORITIZING HEALTH SERVICES
UNDER THE OREGON HEALTH PLAN

D. D. Coffman, Oregon Health Services Coxnnission
H. D. Klevit, P. R. Sipes-Meteler

ORIGIN OF THE OREGON HEALTH PLAN

In 1988 the Oregon State Legislature
faced a budgetary shortfall in their Wed-
icaid program. To alleviate this short-
fa l l , they decided to discontinue the
funding of an optional Medicaid service,
organ transplants, so that an additional
1500 women could get necessary prenatal
s e r v i c e s , This decision was played up by
local media when a 7 year old Medicaid
eligible boy died of leukemia. And al-
though the State never denied any treat-
ment for the child, the public blamed his
death on the new policy.

Health policy experts in Oregon then
began to wonder why these two services
should be pitted against one another.
Perhaps there were still other services
less beneficial than both of these that
should not be funded in lean fiscal times.

A group of these people established
the Oregon Priority Setting Project, which
ordered broad categories of health care on
a scale of l-10. While the results could
not immediately be used in pol’icy deci-
s i o n s , it was concluded that health s e r -
vices could be prioritized.

Dr. John Kitxhaber, then Senate Pre-
sident of the Oregon legislature and an
emergency room physician, used this knowl-
edge in crafting three pieces of legisla-
tion in 1989 that are now known as the
Oregon Health Plan.

THE OREGON HEALTH PLAN LEGISLATION

The piece of 1989 legislation receiv-
ing the most attention is Senate Bill (SB)
27. To combat tighter and tighter re-
strictions for Medicaid eliaibilitv. which
currently stands at about $500 a m&h for
a family of three, SB 27 sets eligibility
at a constant 100% of Federal Poverty
Level. To compensate for the additional
120,000 people this  would bring into the
program, a  f l u c t u a t i n g  b e n e f i t  p a c k a g e
dependent on t h e  l e g i s l a t u r e ’ s  f u n d i n g
down a prioritized list of health services
would be incorporated. The 11-member
Health Services Commission (Commission)
was established to create this list and is
made up of five physicians, four consumer
representatives, one social worker and a
public health nurse.

The second piece of legislation, SB
534, creates a high risk insurance pool
for those with preexisting conditions who
cannot obtain private insurance. Premiums
are 150% of coxununity ratings, with an
assessment on insurance companies., Over
3,000 individuals are currently in this
pool.

The final piece of the original 1989
legislation is SB 935, a “pay-or-play”

mandate for employers with 25 or fewer
employees. While on a voluntary basis
i n i t i a l l y , by  Ju ly  o f 1995 these small
businesses will have to pay a portion of
the medical coverage for their employees
and dependents, or pay into a state run
pool. This could eventually affect anoth-
er 300,000 uninsured Oregonians.

In 1991, three related bills were
passed. Small market insurance reform is
the goal of SB 1076, which ties the em-
ployer mandated benefit package to the
standard benefit package under the Medic-
aid list. This will be the minimum pack-
age allowable and be guaranteed issue,
guaranteed renewable, and rate banded. SB
1077 established the Health Resources
Commission to explore cost control issues
and technology assessment. And finally,
SB 44 brought in the populations of the
aged, blind and disabled who were initial -
ly excluded from the prioritieation pro-
cess under 1989’s SB 27.

THE HEALTH SERVICES COMMISSION

Originally, the Commission was al-
lowed six short months to develop a prior-
itized list of health services, a task
which had never been attempted anywhere.
To complicate matters further, they were
given very little guidance by the legisla-
tion, only ” ..to  report to the Governor a
list of health services ranked by priori-
ty, from the most important to the least
important, representing the comparative
benefits of each service to the entire
population to be served.” From this di-
rective, the Commission envisioned a list
of condition/treatment pairings ranked by
a combination of both cost-effectiveness
and public values.

Their first order of business was to
choose a tool by which to measure benefits
of treatment within the cost-effectiveness
analysis. Three tools were considered: 1)
the Sickness Impact Profile, 2) a category
system developed by David Hadorn while
working at RAND, and 3) the Quality of
Well-Being (QWB) scale developed -by Dr.
Robert Kaplan of UC San Diego, with the
latter being chosen.

T h e  QWB  sca le  uses  pub l i c  va lues  to
quantify the measure of health states on a
scale of 0, for death, and 1 being perfect
hea l th . To define a health state,  one of
24 symptoms can be matched with one of two
levels of health limitations in each of
three areas: physical activity, social
activity and mobility.

For example, while a symptom alone
can represent minor vision problems cor-
rectable with glasses or contact lenses,
matching the same symptom code with a
limitation on mobility whereby you cannot
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drive, l imitat ions on physical  act iv ity
due to the use of a cane or other assis-
tance, and a limitation on social activity
in not being able to perform certain major
role  act ivit ies , all can be put together
to characterize blindness.

With a methodology base for their
plan, the Commission created three subcom-
mittees to delegate their work to. The
first was the Health Outcomes Subcommit-
tee. They would be responsible for co1 -
letting health outcomes from expert pro-
vider panels and the literature for each
condition/treatment pair on the list. QWB
scores could then be matched with the
health outcomes information to determine
the benefit of each treatment.

The second subcommittee created was
the Social Values Subcommittee. They
would oversee the 41 community meetings
held throughout the state to solicit pub-
lic values and a 1000 person random digit-
dialed telephone survey to obtain the QWB
scores for each symptom and health limita-
tion.

F ina l l y ,  a Subcommittee on Mental
Health Care and Chemical Dependency was
established to see whether or not these
services could be prioritized in the same
manner as physical health services.

DATA COLLECTION

In late 1989, data co1 lection began
with the Health Outcomes Subcommittee
receiving testimony from 54 provider pan-
els representing various medical special-
ties and sub-specialties. Each provider
panel was asked what their practice con-
sisted of, and what the effectiveness is
for each of those treatments. Interna-
tional Classification of Disease version 9
(ICD-9) codes were matched for each condi-
tion, and Physicians ’ Current Procedural
Terminology version 4 (CPT-4) codes for
each treatment were put into the database.
They were asked what the duration of bene-
fit of the treatment would be after the
onset of the diagnosis. Then they were
asked to give average expected outcomes of
death, up to three possible residual ef-
fects, and an asymptomatic state of health
for both with and without treatment sce-
narios. An example of the data collected
for each condition/treatment pair is shown
in Figure 1. These probabilities were
asked to be given five years after onset
of the diagnosis, so that the resulting
net-benefit would act as a single Rehmann
sum when multiplied by the duration of
benef it .

As expected, with health outcomes
research in its infancy, little was found
in the literature. Only the Surveillance,
Epidemiology, and End Results (SEER) Pro-
gram, in the area of cancer treatments,
gave outcomes over a spectrum of diseases
in aggregate form acceptable  for the
Subcommittee’s use.

Meanwhile, the Social Values Subcom-
mittee was contracting with Oregon State

Figure 1. Example  of Health Gutcanes  Information
Collected Fran Expert Provider Groups

Condition: Stroke Duration of
Treatment: Medical Therapy Benefit: 7 yrs.

Without Treatment With Treatment

Death 30% 10%

Residual
I

50%
I

40%
Effect 1 MH,PB,SN,#5 Kr,FW,sL,#5

Residual

I
20%

Effect 2 SN,#l4 I 15%
SL,#14

Residual I 0% I 30%
Effect  3 Y6

Asyrtpto- I 0%

I
5%

matic

MI:
t0:
PB:

RI:

SN:

;;

X6:

t14:

In hospital
Limitations in using transportaticn
In bed or in wheelchair under other’s
control
In wheelchair under own control or other
limitation in walking
Needs help with self-care activities
Limited in role activities
Missing, deformed, paralyzed or broken
lilT&
Pain, stiffness, weakness, or nunbness
in chest, back, neck or limbs
Trouble talking

University to conduct the telephone sur-
vey . Stratified sampling was used to
ensure adequate representation from the
different geographic regions of the State.
Each respondent was asked to give a score
from 0 (death) to 100 (perfect health) for
each symptom and health limitation, which
were then averaged and transformed to a
scale of 0 to -1 so that each negative
weight could be added using the QWB scale
to take away from a perfect health score
of one.

The results showed the highest weight
of -0.560 given for being confined to a
bed or a wheelchair under someone else’s
cant rol and -0.253 for the symptom group
including deformed or paralyzed extremi-
t i e s , The lowest symptom weights of
-0.123 and -0.055 were given to having to
take regular medications and having to
wear eyeglasses, respectively.

THE MAY 2, 1990 DATA DUMP

The Health Services Commission was
given an extra two months to complete
their work and on May 2, 1990 a meeting
was scheduled to hopeful 1 y finish the
l i s t . It was hoped that the cost-utility
formula shown in Figure 2 would produce a
reasonable list and then minor hand ad-
justments could be made to finalize it.
As it turned out, cost data turned out to
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Figure 2. Cost-Utility Ratio Fonda

C

%=
5 5

y * c ,F(Rl * Ml) - ,;$XRI * cW&l) 3

[With Treatment] [Without Treatment]

30
with QWBrr  = I + jp4it9

where

R = the cost-utility ratio for the n”
conditicm/treatment  pair to be ranked.
This value will be used in determining

c =

Y =

RI =

4jt =

wj =

91 =

the actual rankings of health services
frcan highest(O) to lowest(
cost & treatment, including all madi-
cations and ancillary services as well
as the cost of the primary procedure.
the years for which the treatment  can
be expected to benefit the patient with
this co&Man. This may be the remain-
&r of the patient’s lifetime or 84ne
shorter mnount  of time.
the probability that the i” outcane  will
occur five years hence with treatment.

in indicator variable denoting the
presence (=l) or absence (=O) of the j”
health limitaticm  (mobility, physical
or social activity) or chief carplaint
for the it’ outcane  either W&h treat-
mcnt. (for k=l) or without treatment
(for k=2).
the weight  given by Cregcnian’s  to the
j” health limitation or chief carplaint
ranging fran 0 = no significant effect
to -1 = death.

the probability that the it’ outcane  will
occur five years hence without treatment.

be the weakest link of the data chain.
Many attempts were made to combine piece-
meal billings in the State’s computers and
insurance company data to arrive at global
cost of treatment. As the clock wound
down towards the meeting, a last ditch
effort at calculating cost was made just
the night before. As in the case of the
line for stroke, all lines that had medi-
cal therapy as a treatment were assigned a
cost of $98.51. The resulting data dump
for the 1743 condition/treatment pairs
placed items in a counter-intuitive order.
Anomalies such as appliances to correct
malocclusion due to thumb sucking being
placed above appendectomies were readily
pointed out. The Cormrission found they
could not easily come up with an accept-
able product through hand adjustment.

THE WAY 1, 1991 PRIORITIZED LIST

The Commission was granted a one year
extension to produce their first priori-
tixed list. Following the disappointing
results of the spring of 1990, a Subcom-
mittee on Alternative Methodologies was
formed to investigate other ways to
quantifiably order the list, possibly
incorporating the public values to some
degree.

The Subcommittee determined that one
of the major deficiencies of the cost-
utility formula, even if reasonable data
were used for costs, was that life saving
treatments were generally not given enough
weight, and many cosmetic treatments were
given favorable ratios. This suggested a
two-tiered system of ranking. Larger
categories of care could be used for the
first pass, taking into account broader
issues such as whether or not the condi-
tion is life threatening, acute vs. chron-
ic, or simply has no effective treatment
at this time.

. The categories of health care devel-
oped by the Oregon Priority Setting Pro-
ject were modified by the Coxnnission to
incorporate effectiveness of treatment and
the possibility of fatality due to the
condition. It was further decided that
only the net-benefit portion of the cost-
utility formula would be used to rank
condition/treatment pairs within catego-
ries. While the categories helped to
incorporate some of the community values
conveyed through community meetings and
public testimony, it was still felt that
the computer alone could-not produce a
list without the need for hand adjustment.

A total of seventeen categories of
health care were identified. Each of the
categories themselves were ranked by the
Commission on the basis of three attrib-
utes: 1) value to society, 2) value to an
individual, and 3) essential to a basic
benefit package. These three attributes
incorporated the thirteen public values
expressed at the cosununity meetings (es.
prevention, cost-effectiveness, benefits
many) . Each category was given a score of
l-10 by each cosnnissioner to indicate the
degree to which they felt the categories
addressed the values inherent to the three
attributes. Each commissioner was then
asked to assign a weight to each attribute
(totalling lOO%).to  represent their over-
all importance in the category ranking
process. The attribute weights and cate-
gory scores were multiplied and summed for
each commissioner as shown in Figure 3.
The weighted scores for each category were
then averaged over the eleven commission-
ers to arrive at a final number in the
range of 1 to 10 by which to rank the
seventeen categories. After some minor
hand adjustments, the categories were
ranked as they appear in Figure 4. T h e
Coxxnission  further classified the catego-
ries as being essential to a basic bene-
fits package, very important and therefore
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Figure 3. Example Calculation of a ccrrmissim-
er’s Category Score

Attribute
Attribute Category
Weight Score Total

Value to society
Value to an

individual
Essential to a

basic package

0.4 2 0.8

0.2 6 1.2

0.4 1 0.4

One ccwmissicmer’s  weighted score 2.4

should be included as covered benefits to
t h e  e x t e n t  p o s s i b l e ,  a n d  i m p o r t a n t  t o
certain individuals but significantly less
l i k e l y  t o  b e  c o s t - e f f e c t i v e  o r  p r o d u c e
substantial long-term gain. The total
number of condition/treatment pairs were
collapsed down to 709 and each of these
were  ass igned  to  one  o f  the  17  ranked
health care categories and ordered by net-

Figure 4. Rankings of the 17 Categories
of Health Care

Essential
1. Acute fatal, treatment prevents death

with full recovery (eg. appendicitis)
Maternity care
Acute fatal, treatment prevents death
without full recovery (eg. severe head
in jury)
Preventive care for children
Chronic fatal, treatment inproves  life
span and quality of life (eg. diabetes
mellitus)
Reproductive services
Cunfort Care
Preventive dental care
Proven effective preventive care for
adults (eg. marmrosramS)

2.
3.

4.
5.

6.
7.
8.
9.

Very Important
10. Acute nonfatal, treatment causes

return to previous health state (eg.
acute thyroiditis)

11. Chronic nonfatal, one-time treatment
inproves  quality of life (eg. h ip
replacement)

12. Acute nonfatal, treatment without
return to previous health state
(eg. cornea1 laceration)

13. Chronic nonfatal, repetitive
treatment improves  quality of life
(eg. chronic sinusitis)

Irrportant  to Certain Individuals
14.

15.
16.

17.

Acute nonfatal, treatment expedites
recovery of self-limiting ccnditions
(eg. Carmen  cold)
Infertility services
Less effective preventive care for
adults (eg. SiQnoidoscopy  for perscns
less than 40 years of age)
Fatal or nonfatal, treatment
minimal or no ixprovement  in
of life (eg. viral warts)

causes
quality

benefit  within category. The example of
medical therapy for stroke was assigned to
category 3 with a net-benefit  of  0.3358,
placing it about half way within the items
of that category. After hand adjustment,
the  f i rs t  pr ior i t i zed  l i s t  was  submitted
to the Oregon legislature on Way 1, 1991
at which time they approved the funding of
587 of the 709 lines.

THE OCTOBER 30, 1992 PRIORITIZED LIST

It was the May 1991 list that accompa-
nied  the  in i t ia l  appl i cat ion  to  the  De-
partment of Health and Human Services
(DHHS),  requesting that they grant waivers
of Medicaid law so that the Oregon Health
Plan could be implemented. After review-
ing  the  appl i cat ion  for  near ly  a  year ,
Secretary  o f  Heal th  Dr .  Louis  Sul l ivan
notified Governor Barbara Roberts that the
Medicaid waiver application was being
denied on the belief that the methodology
used in the process of prioritizing health
services could possibly be in violation of
the newly enacted Americans with Disabili-
ties Act (A DA ) .

Spec i f i ca l ly , DHHS conveyed concern
with the telephone survey and some aspects
o f  t h e  s e v e n t e e n  c a t e g o r i e s  o f  h e a l t h
care. In regards to the telephone survey,
it was felt that the ADA might be violated
when asking nondisabled persons about the
e f f e c t s  o f  c o n d i t i o n s  ( e g .  v i s i o n  p r o b -
lems) that could be considered disabling
in certain cases. There were further con-
cerns about the distinctions made in the
categories between conditions whose treat-
ment w o u l d  r e s u l t  i n  a return to a
person ’ s  s tate  o f  hea l th  pr ior  to  onset
versus a condition whose treatment leaves
a person with residual effects in a major-
ity of the c a s e s . Objections were also
vo iced  against  the  use o f  re ferences  to
quality of  l i fe in defining a number of
the categories. One of  the categories,
in fert i l i ty  serv ices ,  was  fe l t  to  const i -
tute a disabled population in itself .

While the Commission disagreed with
the conclusions of  DHHS, they felt  that
the goal of  providing health care access
to the uninsured outweighed the methodol-
ogy used in the process. So the Commis-
sion purged the database of the telephone
survey results and removed the use of the
categor ies  f rom the  pr ior i t i zat ion  pro -
cess.

The new methodology focused on effec-
tiveness of treatment as the primary means
of ranking. A four step process was first
used  by  the  computer  to  rank serv ices
based  on  1 )  the  t reatment ’ s  ab i l i ty  to
prevent death. If more than one line tied
in  th is  capac i ty  then,  2 )  the  l ines  are
ordered next on the ability of the treat-
ment to return the patient to an asymptom-
atic s t a t e  o f  h e a l t h  a f t e r  s a v i n g the
l i f e . I f  more  than one  l ine  was  s t i l l
tied then 3) the lines were ordered on the
treatment ’ s  ab i l i ty  to  take  the  pat ient
from a symptomatic to an asymptomatic
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state of health, and 4) any remaining
pairs still tied were ordered on the aver-
age cost of treatment, with the higher
cost pair ranked lower. The computer then
listed lines tied on all four steps alpha-
betically by diagnosis.

Figure 5 shows this process applied to
the example of stroke/medical therapy.
The treatment prevents death in 30 - 10 =
20 cases out of 100. Furthermore, when
death is prevented, 20 - (85 -70) = 5 out
of these cases were taken to an asymptom-
atic state of health. Since only positive
changes were measured, 0 cases out of 100
were said to have changed from a symptom-
atic to an asymptomatic state since 70 -
85 = -15. This information, plus an aver-
age cost of $32,500 placed the treatment
of stroke at line 246 out of 688 lines.
This compares to a ranking of 252 out of
709 on the original May 1, 1991 list. The
new list dated October 30, 1992 with 568
of 688 lines covered was then resubmitted
to DHHS.

THE APRIL 19, 1993 PRIORITIZED LIST

On March 19, 1993, Secretary of Health
Donna Shalala granted the State of Oregon
the necessary Medicaid waivers. This
approval, however, was conditional on the
Commission revisiting their methodology
for prioritizing health services. They
were asked to produce a new list within 60
days that did not use the distinction
between treatments that resulted in an
asymptomatic health state and those where
symptoms were still present after treat-
ment . DHHS felt that such a distinction
could be construed by the courts as being
discriminatory against those individuals
with disabilities whose condition could
never reach an asymptomatic state.

Again the Commission put the goal of
health care access to an additional
120,000 Oregonians f i r s t  i n modifying
their process. This meant deleting steps
2 and 3 of the October 30, 1992 methodolo-
gy, leaving a two step computer ranking
process of 1) ordering based on the abili-
ty of the treatment to prevent death, and

Figure 5. Use of Health Gutcanes  Data in
October 1992 methodology

Ccnditian:  Stroke Treatment: Medical
Cost: $32,500 Therapy

Without With Positive
1 Treatment 1 Treatment 1 Change

Death 30% 10% 20

smto- 70% 85% 5
xmtic

Asyxpto- 0% 5% 0
matic

if more than one line tied on this factor
then 2) order by cost of treatment, with
lower cost treatments ranking higher.
Lines were again ordered alphabetically by
diagnosis if they tied on all counts.

Because of the limitations imposed by
such a pared down ordering based on the
objective data, the Conxnission  put more
work into structuring the incorporation of
subjective information. They identified a
list of twelve criteria and hand moved
lines up or down the list based on their
adherence to these values. The twelve
values used were A) general preventive
services, B) comfort care, C) maternity
care, D) family planning services, E)
prevent a condition before treatment, F)
medical ineffectiveness, 0) prevent addi-
tional complications, H) prevent future
costs, I) cosmetic services, J) self-lim-
iting conditions, K) congruent conditions
and L) public health risk. The only one
of these values that is not self-explana-
tory is “congruent conditions.” This
judgement considered the fact that the
organ system and/or etiology of the condi-
tions are similar to that of another con-
dition/treatment pair or that the outcomes
of the condition/treatment pairs are con-
gruent. For instance, most diseases of
the eye which have effective treatments
were placed in the 360-390 group of lines.
Medical therapy for stroke, with avoidance
of death in 20 out of 100 cases and an
average cost of $32,500, ranked 266 on the
new list, requiring no hand adjustment.

The resulting list of 688 lines which
satisfied the conditions of the approved
waiver was presented to the Oregon leg-
islature on April 19, 1993 and had a cor-
re la t i on  o f  r = 0.985 with the October
1992 list. This did not concern DHHS
since at no point did they necessarily
disapprove of the product, it was always
the methodology used to produce the list
that was at issue. The 1993 legislature
agreed to fund 565 of the 688 lines on the
,list,  with implementation of the Medicaid
expansion to begin February 1, 1994. A
list integrating mental health and chemi-
cal dependency services will go in effect
January 1, 1995. The 1993 legislature
also postponed implementation of the em-
ployer mandate portion of the plan, with
employers of 26 or more employees required
to offer health benefits on March 31, 1997
and employers with fewer than 26 employees
given until January 1, 1998 to meet this
requirement.

FUTURE IMPLICATIONS FOR USING DATA TO HELP
MAKE MEDICAL CARE POLICY

The trials and tribulations of the
State of Oregon in obtaining their Medic-
aid waiver raises some question as to the
future use of data in making health policy
decisions. While it appears that the col-
lection and analysis of health outcomes
probabilities is not in jeopardy, the
matching of these probabilities with symp-
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toms in order to measure benefits requires
caution.

If this data is being used to compare
different treatments for the same condi-
t ion  i t  i s  fa i r ly  s tra ight  forward  s ince
the same symptom complexes are involved
and their corresponding probabilities can
be compared directly. There seems to be
obvious problems in comparing probabili-
t i es  assoc iated  wi th  d i f ferent  s y m p t o m
complexes across conditions. One way to
avoid possible ADA violations may be to
use  s igns in place of  symptoms. This
change would remove the patient values
from consideration, which would not be an
acceptable alternative for a publicly
debated prioritized list.

The Health Services Conrnission  is
exploring the possibility of holding a
conference at the end of 1993 to further
discuss the issues so that they may incor-
porate these new ideas into future itera-
tions of the prioritized list.
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Using HCFA’s National Claims
History File (NCH) for

Health Policy Development

Stephen T Parente, MS, MPH
Jonathan P. Weiner, DrPH

From
The Johns Hopkins Health Services Research

and Development Center

This work was supported by the Heallh Care Financing
Administration, Health Standards and Qualify Bureau

Ob_jectives of Presentation
To explore the application of insurance
claims data to the measurement of the
quality and cost of medical care.

To share several methodologic innovations
used to construct NCH-based analytic
files for quality of care analyses

To outline the potential uses of the NCH
database for health policy development
and evaluation.

The Features of the
National Claims History File (NCH)

Ability to link Part B and Part A claims
by patient or provider.

100% of Part A and Part B claims.

Near on-line access to all claims records.

All claims available regardless of
carrier service areas.
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The .NCH is Not One Big File -
It’s a Family of Files

Beneficiary file

Physician and facility file (from carriers)

Institutional Claims file
- For Part B Services (e.g., MRIs)
- For Part A Services (e.g., admissions)

Non-institutional Part B file
(e.g., Physician office services)

Potential Applications of the NCH
for Health Policy Development

Assessing basic concordance with
clinical guidelines.

QA-oriented profiles focusing on
provider- and population-specific
medical care utilization and quality.

A risk-adjustment algorithm for
prospective,  population-based,
reimbursement of health plans.

Advantages of Claims Data for
Health Policy Analysis---._

Extremely inexpensive when compared
to the cost of primary data collection.

Can be applied more unobtrusively
than chart data or surveys.

Easy to change the denominator:
region, provider, patient

Capture an astounding array of data.
What they lack in depth, they make
up for in breadth.
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Disadvantages of Claims data
for Health Policy Analysis

The data are intended for paying bills,
not monitoring episodes of care.

The accuracy of a data item (e.g., CPT4)
is a function of whether it is needed
f o r  p a y m e n t .

The technical & methodologic challenges
are numerous.

,i;J&&@&qr  ,Claims.:Data  Usablei::::
Creating an Analytic File

Clean data (e.g., delete duplicated and
unneeded data).

Merge key variables from other sources.

Develop logical records (e.g., episodes,
annual summaries) from claims.

Aggregate multiple records by summarizing
key variables (e.g., procedure, diagnosis)
by a unit of analysis (e.g., provider).

Technical Feasibility Issues
Size of NCH Database:

30 millions records for one year of
Part B Medicare data for Maryland,
Iowa and Alabama patients.

Variable record lengths.

Multiple provider IDS (e.g., 3 group
practice IDS and 1 solo practice
equals 4 IDS).

Multiple beneficiary IDS.
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Validity Issues

l Accurate representation of procedure,
diagnosis, DOS, patient and provider.

DEMPAQ FY91  Results:

b Agreement on presence/absence of 6
profiled diagnoses ranged from
74% to 96% (kappa 0.27 - 0.67).

b For 6 profiled diagnoses in claim but
not record, 18 of 20 cases diagnosis
in record confirmed.

Profiled Diagnoses: Hypertension. Diabetes, IHD, COPD. CW, Osteoarthritis

: !DEMPAQ Claims-based Products:
Physician Quality of Care Profiles

l Condition-specific profiles:
Diabetes- -
Ischemic Heart Disease
Chronic Obstructive Pulmonary Disease
Congestive Heart Failure
Hypertension
Ischemic Heart Disease

l Office Practice Profile

l Preventive Care Profile

Raw Claims to -a-Diabetes Profile:
The DEMPAQ Steps

1.

2.

3.

4.

5.

Identify beneficiaries with 1 or more ‘face to
face’ encounters with a primary diagnosis of
diabetes.

Select all claims for these beneficiaries.

Aggregate these claims for each patient.
Develop count fields of relevant services.

Assign a ‘primary care source’ (e.g., the primary
care physician who saw a patient the most).

Summarize count fields by primary care source.
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Useful DEMPAQ Innovations for
Health Policy Development

Primary Care Source Algorithm

Application of Johns Hopkins
Ambulatory Care Groups (ACGs)
to Medicare Data.

Resource Value Units

Group Practice Identification

Primary Care Source Algorithm
Methods. Results and Polio Implications

METHOD: Identify the primary care physician
to whom a patient had the most visits.

DEMPAO RESULTS: Almost 75% of all patients
can be assigned a primary care source.

POLICY IMPLICATIONS: Medicare’s transition
to a managed care/gatekeeper organizational
model could be realistic for roughly three-
quarters of the Medicare population.

Johns Hopkins Ambulatory Care Groups
Methods, Results and Policy Implications

METHOD: Using diagnosis information a case-mix
category for every patient was assigned.

DEMPAO RESULTS: All patients were assigned an
ACG. Up to 45% of service utilization can be
explained in a linear regression model.

POLICY IMPLICATIONS: ACGs can be used to
develop a risk-adjustment mechanism to
predict individual beneficiary resource use.

503



.Developing ..a Resource Value Table-
Methods, Results and Policy Implications

JvIUIETHOD:  Average procedure costs (by DRG and
HCPC) and RBRVS weights were used to construct
a table of standardized reimbursement.

DEMPAO  RESULTS: All procedure cost variations
were a function of quantity only, not price.

POLICY IMPLICATIONS: Cost projections from
a procedure fee schedule without specific
geographic or facility price variations can
be analyzed.

Identifying Group Practices
Methods, Results and Policy Implications

METHOD: Using employer identification ID
from carrier-based provider files, group
practices were identified.

DEMPAO RESULTS: Provider billing activity
was summarized on group and solo practices.

POLICY IMPLICATIONS: Group Practices may
have significantly different practice styles.
This data would confirm or refute this
hypothesis on a procedure or disease specific
level.

Some- Suggestions toMake Claims Data,
Better for Health Policy Analysis

An edit-checked Unique Physician
Identification Code (UPIN) on
every claim.

Use of a unique non-changing patient
identifier (e.g., SSN).

Develop a procedure-specific list
of outcome indications that must be
entered to pay a claim.
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ASSESSMEETS OF OUTCOMES FOR CORONARY ARTERY BYPASS GRAFT SURGERY
IN NEW YORE STATE

Harold Rilburn, Jr., New York State Department of Health
Edward L. Hannan

!l'he  New York State Department of Health
(~SDCW  established the Cardiac Advisory
Committee (CAC)  in 1955. The role of the
Committee is to provide advice and assistance in
establishing and maintaining the highest
possible quality of cardiac care. Composed of
cardiac surgeons and cardiologists from across
the State, the Committee's ad hoc status was

I,,,iiZl !:: lid& iii ijii. IIlL ~~~~~~~~~~
currently relies on the Committee in setting
professional standards, conducting site reviews
and in the operation of the State's certificate
of need process.

An important function of the CAC is the
collection and review of aggregate statisFics of
hospital performance. This effort traditionally
involved aggregate level information on the
number of cardiac surgeries performed and the
number of in-hospital patient deaths.
Statistics were collected by individual
hospitals and forwarded to the Department for
compilation and dissemination to cardiac
centers.

The shift in health care evaluation from
an emphasis on structure and process to an
emphasis on outcomes increased the Department's
and the Committee's concern over the sizeable
variation in the crude mortality rate among
cardiac hospitals. Existing data was perceived
as inadequate for addressing the key question of
the extent to which crude rates reflected
quality rather than case mix differences. CAC
data provided only aggregate level information.
The Department's universal discharge abstract
data system suffers from the usual shortcomings
of administrative data bases. These include
inadequate clinical detail and the lack of
information on the sequence of reported
diagnoses.

The response to these shortcomings was the
development of a cardiac specialty data system.
This system, the Cardiac Surgery Reporting
System (CSRS), was to provide data on individual
patients, be clinically based, offer concurrent
review opportunities and be closely monitored to
ensure accurate, complete, and timely
submission. The goals of the CSRS were 1) to
help hospitals in their internal quality
improvement efforts, 2) to help assess the
advisability of performing surgery for specific
patients by quantifying risk, 3) to provide
outcome information to consumers and 4) to aid
in prioritizing NYSDOH site visits. The CSRS
data system was implemented in January 1989.

The CSRS data contains patient demographic
information, pre-operative clinical factors,
peri-operative complications of surgery,
discharge status of the patient, and hospital
and surgeon identifiers. The set of risk
factors included in the 1991 version of the data
appear in Figure 1. The data are submitted by
each of the 31 cardiac centers on a quarterly
basis.

The data entry and submission process uses
NYSDOH's developed data entry software
containing a number of checks for the
appropriate range of values and internal
consistency of the data entered. Data are
downloaded to a disk at the end of each quarter
using a transfer utility contained in the
software. The information is due at the NYSDOH
two months following the end of each calendar
quarter. Data are examined by the CSRS
Technical Support Unit at the end of each year.
Data quality problems are identified and the
hospital involved is contacted to confirm or
correct the suspected error. Hospitals are also
asked to confirm the number of cases submitted
and the number of deaths occurring for the year.

Figure 1. Potential Risk Factors for
Coronary Artery  Bypass Graft Surgery

Age
Gender
Race
Surgical Priority (Elective, Urgent.

Emergency)*
1ll?i!jhE*

*Is  * 3
*

Weight*
Body Surface Area*
Body Mass Index*
Ejection Fraction
NYHA Functional Class
CCS Functional Class
Number of Vessels Diseased/Degree

of Left Main Disease*
Previous Open Heart Operations
Previous Myocardial Infarction (~6 Hrs.,

6-23 Hrs., l-7 Days, 8-14 Days,
15-21 Days, More Than 21 Days)

Stroke*
Carotid/Cerebrovascular Disease*
Aortoiliac Disease*
Femoral/Popliteal  Disease*
Hemodynamic Instability*
Shock
Hypertension
IV NTG Within 24 Hrs. Before Operation
ECG Evidence of Left Ventricular

Hypertrophy*
Congestive Heart Failure
Major Acute Structural Defect
Persistent Ventricular Arrhythmia*
Extensively Calcified Ascending Aorta*
Chronic Obstructive Pulmonary Disease
Diabetes Requiring Medication
Hepatic Failure*
Renal Failure
Immunosuppression Therapy*
Immunoincompetent Disease*
IABP Pre-Operation
Cardiac Catheterization Crash
PTCA Crash
Previous PTCA, This Admission*
PTCA Before This Admission*
Thrombolytic Therapy Within 7 Days*
Smoking History in Past 2 Weeks*
Moderate or Severe Myocardial Ischemia on
Stress Test*

* Added in 1991

The NYSWH uses the corrected data to
create a provider-specific quality of care
rating. A statistical model of in-hospital
patient mortality is developed using multiple
logistic regression analysis. The model is used
to identify the relative importance of each risk
factor in predicting death and to generate a
provider-specific expected mortality rate. This
expected rate measures the average severity of
illness of patients treated. Expected results
are compared to actual results and a risk-
adjusted mortality rate is calculated for each
provider. This risk-adjusted mortality rate is
calculated as the ratio of the actual to
expected death rate scaled to the statewide
mortality rate.

The final 1991 statistical model appears
in Table 1. Column 1 contains the significant
risk factors, colunu~ 2 contains the odds ratios,
calculated as ebi where b, is the unstandardized
logistic regression coefficient for variable i.
The final column reports the significance level
of each risk factor. The model is an adequate
fit as indicated by a C value of .8 and a



Table 1. Multivariate risk factor equation for hospital deaths in New York State
in 1991

Patient Risk Factors for Hospital Deaths
Loaistic

Coefficient
-**:0IlC

.I.YI

8
Demographic
Age
Female Gender

Coronary Disease

0.0323 c.0001
0.4096 .0002

Left Main Stenosis >50%
3-System Stenoses 270%

Myocardial Ischemia
CCS Class IV

Ventricular Function
Previous MI ~6 hours

0.2425 .0349
0.2633 .0207

0.2435 .0418

Ejection Fraction c.20
Ejection Fraction .20-.39

Secondary Conditions

0.6104 .0279
0.8503 .0025
0.4412 .OOOl

Congestive Heart Failure
IABP Pre-op
KG Evidence, Left Ventricular Hypertrophy
Persistent Ventricular Arrhythmia

Severity of Atherosclerotic Process
Coexisting Carotid Disease
Aortoiliac Disease
Calcified Aorta

Secondary Conditions

0.3561 .0044
0.4289 .0208
0.3581 .0039
0.4526 .0246

0.4936 0002
0.3228 :0350
0.6201 .0002

Hemodynamic  Instability 1.0152 <.OOOl
Shock 1.9400 <.OOOl
Renal Failure 1.0564 .OOOl
Hepatic Failure 1.6951 .0261

Nonelective Surgery 0.3246 .0147
Previous Open Heart Operation (>l) 1.2324 <.OOOl

Hosmer-Lemeshow statistic of 3.03 on 8 degrees
of freedom.

Table 2 shows the types of provider
information made available to cardiac hospitals
and the public at large. For each calendar
year, this information includes data by hospital
and by surgeon on the number of cases, number of
deaths, actual mortality rate, expected
mortality rate, the risk-adjusted mortality rate
(RAMR) and a confidence interval for the RAMR.
Providers for which the confidence interval does
not contain the annual statewide rate has a
statistically significant difference between the
expected and actual mortality rate.

data entry software is the capability to produce
descriptive statistics for the patients treated.
Frequency distributions for individual risk
factors can be generated along with the
mortality rate associated with the level of each
factor. The software will also display this
same information for the entire state as
reported for the most recent calendar year.

The quality assurance goals of the CSRS data
system are met through information releases to
both the hospitals and the public. The data
submitted to the CSRS are analyzed annually.
The analysis results including the provider
rankings are submitted to the CAC for review and
comment. Specific providers may be targeted for
further review by the Committee. Once reviewed
by the CAC, hospitals are provided with the
ranking. This allows providers to compare their
own program to others in terms of volume, case
mix and in-hospital mortality with case mix
differences controlled.

The second pillar of the Department's
quality initiative is the public release of
provider-specific results for coronary artery
bypass graft (CABG) surgery. The first release
of hospital identified information for CABG
operations occurred in late 1990. Timed to
coincide with the release of the December 5,
1990 issue of the Journal of the American
Medical Association, the NYSDOH held a press
conference to announce the availability of
hospital performance statistics. Information of
this type was provided to all cardiac centers in
the autumn of 1989 and again in the spring of
1990. The information released publicly in
December 1990 was provided to hospitals one week
in advance. A copy of the complete information
was sent to both the Director of Cardiac Surgery
and an appropriate executive officer at each
hospital.

The NYSDOH supports the hospitals' internal
quality assurance efforts by providing computer
software that can be used by the hospitals to
monitor outcomes. The software is integrated
into the data entry program developed by the
Department and provides two basic types of
information. One program uses the most recent
statistical model of patient death to calculate
the predicted probability of death prior to
surgery. A patient's risk factors are entered
by the clinician and the predicted probability
of in-hospital mortality rate is returned. This
information is intended to complement rather
than substitute for other information used in
the care decision-making process. A second
software product allows a hospital to examine
the performance of cardiac surgeons operating at
their hospital. The information appearing in
Table 2 is produced for individual surgeons to
reflect any time period of the hospital's
choosing. Planned for the 1993 release of the

The release of surgeon-specific information
was accepted in principle by the Department but
was not a planned part of the December 1990 data
release. In the Department's view, surgeon-
specific outcome rates were not sufficiently
stable to warrant release of a single year's
data. A r&w York city newspaper requested the
surgeon data under The Freedom of Information
Act in early 1991. The NYSDOH refused to
provide the information arguing that the
relative frequency of low volume surgeons during
a single year could result in errors in the
judgements of the performance of individual
providers. The New York State Supreme Court
rejected the Department's argument in deciding
the 1991 lawsuit brought by the newspaper and
ordered the State to release the surgeon-
specific data. The newspaper published surgeon-
specific outcomes for 1989-1990 in December of
1991.



Table 2. Hospital Cases, Deaths, Actual, Predicted, and Risk-Adjusted Mortality
Rates for Isolated Coronary Artery Bypass Graft Surgery, 1991

1
2
3
4
5
6
7
8
9

10
11
12
13
14
15
16
17
18

831
466
59

169
325

1151
148
507
369
608
496
305
196
497
831
465
707
275

19 959

20 1261
21 521
22 734
23 437
24 481
25 331
26 216
27 277
28 266
29 605
30 451

Total 1494460

* Risk-Adjusted Rate
** Risk-Adjusted Rate

26 3.13 2.85
13 2.79 2.14
4 6.78 2.81
4 2.37 3.05
8 2.46 3.35

26 2.26 2.52
5 3.38 1.93

18 3.55 3.17
13 3.52 2.70
22 3.62 3.63
15 3.02 2.44
5 1.64 2.82
0 0.00 2.29

15 3.02 2.84
23 2.77 3.77
16 3.44 3.25
31 4.38 5.38
10 3.64 2.95
22 2.29 3.40
31 2.46 3.10
11 2.11 2.56
24 3.27 2.44
20 4.58 2.12
22 4.57 2.13
14 4.23 3.64
12 5.56 2.37
9 3.25 5.27

12 4.51 2.71
18 2.98 2.66
11 2.44 4.24

3.08

Act. Exp.
km ME

3.38
4.01
7.42
2.39
2.26
2.76
5.39
3.45
4.02
3.07
3.82
1.79
o.oo**
3.28
2.26
3.25
2.51
3.80
2.08
2.44
2.53
4.12
6.64*
6.61*
3.57
7.21*
1.90
5.12
3.44
1.77

Conf. Int.
F o r  RAMR

(2.20, 4.95)
(2.13, 6.85)
(2.00, 19.00)
(0.64, 6.11)
(0.98, 4.46)
(1.80, 4.04)
(1.74, 12.59)
(2.04, 5.45)
(2.14, 6.88)
(1.92, 4.64)
(2.14, 6.30)
(0.58, 4.18)
(0.00, 2.51)
(1.83, 5.40)
(1.43, 3.39)
(1.86, 5.28)
(1.70, 3.56)
(1.82, 6.99)
(1.30, 3.15)
(1.66, 3.47)
(1.26, 4.54)
(2.64, 6.13)
(4.06, 10.26)
(4.14, 10.01)
(1.95, 5.99)
(3.72, 12.59)
(0.87, 3.60)
(2.64, 8.95)
(2.04, 5.44)
(0.88, 3.17)

is Significantly Higher Than Statewide Rate (PsO.05)
is Significantly Lower Than Statewide Rate (P-=0.05)

RAMR = Risk-Adjusted Mortality Rate

In December of 1992, the most current
provider results were released by the
Department. The information was based on all
CABG surgeries performed during the period from
1989-1991. The policy adopted calls for the
release of individual information only for those
surgeons performing at least 200 CABG operations
over a three-year period. This policy is
endorsed by the CAC and annual releases are
planned for the future.

Table 3 presents annual statewide
information regarding the volume, actual
mortality rate, expected mortality rate, and
risk-adjusted mortality rate for CABG surgery in
New York State between 1989 and 1991.

The volume of CABG operations grew from
12,269 to 14,944 (22.0%) during the three year
period. The crude mortality rate during the
period declined from 3.52% to 3.08% while the
average patient severity increased from 2.68% to
3.66%. The risk-adjusted mortality rate fell
from 4.25% in 1989 to 2.72% in 1991. Since the
RAMR measures perfo- ce having controlled for
differences among patients, these results show a
major improvement for CABG surgery in New York
State during the three year period. While this
change undoubtedly reflects improvements in both
surgical technique and training, the Department

believes that the implementation of the CSRS
data reporting and analysis system has also
played an important role in achieving this
outcome.

Critics of the policy of publicly
releasing provider-specific information often
charge that access will be reduced among the
most difficult patients. Analysis of these data
suggest that this is not a systematic
occurrence. The number of operations and the
expected mortality rate increased between 1989
and 1991. Both are inconsistent with access
problems. An increase in the number and average
level of severity of individual risk factors
coded may account for the increase in the
expected mortality rate. Data verification
efforts for this period, however, did not find
any systematic data reporting errors.

The Department of Health intends to
continue to release annually hospital- and
surgeon-specific information. As the
Department's experience grows, both in the time
periods covered and in the number of patients
included, the analyses will become more
sophisticated and specific. It is expected that
these additional information will serve to
increase the value and utility of these
releases.

Table 3. Actual, Expected, and Risk-Adjusted Mortality Rate for Coronary Artery
Bypass Graft Surgery in New York State, 1989-1991.

1989 1990 1991
= 691 =, = ~

Actual 3.52% 3.14% 3.08%
Expected 2.68% 3.26% 3.66%
Risk-Adjusted 4.25% 3.11% 2.72%
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COST EFFECTIVENESS OF WORXSITE  CHOLESTEROL SCREENING

Robin D. Gorsky, University of New Hampshire
Tim E. Byers, Centers for Disease Control and Prevention

One of the three priorities of the Centers
for Disease Control and Prevention (CDC), as
stated by the director Dr. William Roper, is to
determine the effectiveness of the prevention
interventions supported by the CDC. Prevention
effectiveness at the CDC is defined as:
identifying efficacious and effective strategies
to reduce morbidity and mortality and to improve
the quality of life: determining the
consequences of those strategies; determining
the economic impact of those strategies:
determining optimal methods for implementing
those strategies; and evaluating the impact of
prevention programs.1

As part of this initiative, programs
within the CDC have begun to look at the costs
of their prevention interventions and are
considering innovative ways to improve the
health status of communities. The Division of
Nutrition, in the National Center for Chronic
Disease Prevention and Health Promotion, was one
of the first to participate in this effort.

Serum cholesterol is a major predictor of
coronary heart disease.2 As the value of serum
cholesterol increases, the risk of heart disease
increases, particularly for those individuals
with values over 200 mg%.

Coronary heart disease (CHD) treatment is
expensive. One study reports the following
costs associated with CHD, updated to 1990
dollars.3

Sudden death $448
Non-sudden death $6,263
Angina pectoris $19,293
Myocardial infarction $24,162
Coronary insufficiency $25,599

The same study calculates the expected
lifetime benefits from coronary heart disease
averted, for persons less than 60 years old who
lower their serum cholesterol by 5%.3 These
figures represent the present value of health
care dollars saved due to cases of CHD averted
in the population lowering their cholesterol by
5%. Since most individuals do not suffer from
CUD, the average cost saved over many people is
quite low. Costs are updated to 1990 dollars.

Initial Present value
m4% of dollars saved
260 $12 - 93
300 $90 - 120
340 $118 - 161

These lifetime costs can be compared to
the costs of a cholesterol-lowering
intervention. Costs of a prevention
intervention include

Provider time X salary, fringe
Supplies, materials X unit cost
Lab tests X unit cost

Facilities cost, including utilities
Equipment cost, including maintenance
Administration and support of intervention
Travel costs per provider

In addition, there are participant costs
and costs to the employer. Participant costs
include: time taken for travel, waiting, and
service; expenses for travel; and other
expenses, such as for child or elder care.
Employer costs include the lost productivity due
to participant time away from the work station.

One way of reducing the costs of
prevention interventions is to provide the
intervention at the worksite. To determine the
costs associated with lowering cholesterol at
the worksite, costs were collected as part of a
demonstration project entitled "The Four State
Worksite  Cholesterol Screening and Intervention
Trial", with the State departments of health in
Colorado, Minnesota, Missouri, and Washington,
in collaboration with the Division of Nutrition,
National Center for Chronic Disease Prevention
and Health Promotion, at the Centers for Disease
Control and Prevention. This was a randomized
trial of worksite cholesterol screening plus a
usual or special intervention offered to those
with cholesterol levels 2 200 mg%.

The usual intervention was defined as the
blood drawing plus five minutes of basic
information about cholesterol and CHD. The
special intervention included, in addition, a
two-hour session on ways to reduce ones CHD
risk. All participants with elevated
cholesterol were followed up at six and twelve
months to obtain an additional test for serum
cholesterol.

Forty worksites were randomized to the
usual or special intervention. There were 2084
workers screened, and 853 workers with
cholesterol levels above 200 mg% were
identified.

Cost data were collected by survey at each
worksite in the randomized trial. costs
included supplies per person and per worksite,
mileage from health department to/from worksite,
mailing and telephone costs, and provider time
for preparation, travel, services at the site,
and follow-up of participants.

Total costs per individual screened were
usual intervention $22.69 per person
Special intervention $50.25 per person

Effects on serum cholesterol, obtained
from the baseline and 12 month rescreening were
Usual intervention 1.9% reduction
Special intervention 5.3% reduction

The intervention cost was, per percent
reduction in serum cholesterol
Usual intervention $11.94
Special intervention $9.48
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It appears that lifetime benefits from a
group of individuals who lower their cholesterol
only 5% are greater than the worksite
intervention costs associated with this
benefit. The behavioral dietary intervention at
the worksite, following usual cholesterol
screening, can have a meaningful impact on
long-term cholesterol levels and thus on the
risk of CHD. Preventing CHD through cholesterol
interventions at the worksite appears to be an
effective prevention strategy.
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AN ECONOMIC EVALUATION OF PREVENTING OR DELAYING THE
ONSET OF THE COMPIJICATIONS OF DIABETES

Erik Dasbach
Centers for Disease Control and Prevention

(Paper was not presented)
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COST OF FOODBORNE ILLNESS AND PREVENTION INTERVENTIONS

Tanya Roberts, Economic Research Service'

Economists are starting to measure
the cost of microbial foodborne illness in
the United States. The traditional method
of assessing costs is the cost-of-illness
method (Rice, MacKenzie and Associates:
Hodgson and Meiners)
willingness-to-pay

although new,
methods have been

developed by environmental economists
(Cropper and Freeman: Mitchell and
Carson).

This paper uses the cost-of-illness
method and annual incidence-based disease
estimates for selected foodborne pathogens
and reports cost estimates at $5-6 billion
annually. Possible prevention options are
discussed along with methods of improving
existing foodborne disease data bases to
sharpen both the estimated disease burden
and the costs of intervention strategies.

Theoretically, cost estimates should
be as comprehensive
include

as possible and
all the human illness costs,

industry costs, and public health sector
costs. Costs in Table 1 are costs
associated with identifiable illnesses.
The categories, to be more comprehensive,
should be expanded to include costs of
self-protection by consumers and industry
and preventive costs
actions

by government--
reducing the incidence of

foodborne disease.
In practice, cost estimation is more

limited. This analysis includes only
medical costs, productivity losses, and
specialeducation/residentialcarebecause
of some chronic conditions. The basis of
the disease estimates is "best estimates"
of the actual number of foodborne disease
cases each year and is not limited to the
much smaller number of outbreaks reported
to the Centers for Disease Control and

Prevention (CDC).
The present value of lifetime medical

costs for those becoming ill in 1992 iS
estimated using nation-wide data bases
such as the published Medicare
reimbursement rates and per capita
expenditures on physicians' services from
the Health Care Financing Administration,
the National Center for Health Statistic's
National Hospital Discharge Survey, the
American Hospital Association's Hospital
Statistics, or Blue Cross/Blue Shield
charges. The average cost to community
hospitals per patient (Stat. Abstract) is
used to compute hospitalization costs. In
1990, the hospitalization cost was
estimated at $687 per patient. Updated to
1992 dollars (using the change in the
hospital room CPI), this amounts to
$817.43 per patient. Fees for laboratory
tests, supplies, medications, and
physician visits while hospitalized are
assumed to be similar to the costs of
hospitalization. Procedures such as
hemodialysis and kidney transplant
operations are computed as additional
costs.

Medical costs also include
nonhospital, ambulatory physician visits.
The societal cost of a physician visit is
estimated by dividing per capita annual
national expenditures physician
services, $484 in 1990 updi:ed  using the
physician services CPI to $545 (Stat.
Abstract), by the average number of annual
visits to physicians in 1989, 5.4 (Stat.
Abstract), to arrive at $101 per visit.

Those with mild illnesses who do not
seek a physician's care may also attempt
to self-medicate: however, we do not have
data on such expenses.

Table 1. Social Costs of Foodborne Illness

Costs to Individuals
Medical costs
Income or productivity loss
Pain and suffering
Leisure time cost
Child care costs
Risk aversion costs
Travel costs
Self-protection costs
Home modifications
Vocational/physical rehab.
Residential care

Industrv .Costs
Product recall
Plant closings and cleanup
Product liability costs*
Reduced product demand
Insurance administration

Public Health Surveillance Costs
Disease surveillance costs
Costs of investigating outbreak
Costs of cleanup

*In adding up costs, care must be taken to assure that oroduct liabilitv
costs to firms are not already counted in the estimated pain and suffe>ing
cost to individuals. However,
parties are social costs.

the legal and court expenses incurred by all
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Medical costs for chronic conditions
are estimated by determining the time
spent receiving a medical service and
applying an average cost per service to
compute total costs. For example,
dialysis costs for those ill with
hemolytic uremic syndrome (HUS) as a
consequence of E. coli 0157:H7 were
computed by using the average number of
days on dialysis required for HUS patients
(12 days) (Martin) and multiplying it by
the daily rate of Medicare reimbursement
for dialysis ($123) (Eggers). Medicare
billing records provide a major source of
information on medical costs of specific
diseases.

Productivity losses because workers
were ill and missed work is approximated
by the Average Weekly Earnings for
nonsupervisory production workers in
private nonagricultural jobs published by
the Bureau of Labor Statistics (BLS) in
the U.S. Department of Labor plus
estimated fringe benefits. We use pre-tax
wages and fringe benefits because we are
using society's perspective and want to
capture the worker's full contribution to
society. The number of hours spent
visiting a physician or days spent at the
hospital are added to days spent at home
for recuperation from an illness to arrive
at the amount of time to be valued. We
assume that for every day spent in the
hospital, twice as many days will be spent
at home recuperating. Time spent by
parents caring for children, as well as
paid caretakers, is included in the
productivity loss estimates. In 1992 BLS
reported that average weekly earnings were
$364.30 (Handbook of Labor Statistics).

Also added is an estimate of health,
vacation, and retirement benefits at 38%
(Stat. Abstract), resulting in a daily
wage of $100.55 or an hourly wage of
$12.57 for a 40 hour week. Assuming a
labor force participation rate of 84% for
a typical workforce aged 25-44 years
(Stat. Abstract), the average daily loss
of productivity is $100.55 x .84, or $84.
By estimating the amount of time lost from
regular activities and multiplying it by
the corresponding rate of earnings, a
value for the time lost is derived. We
assume that the value of an hour of time
is the same for everyone, regardless of
gender or race.

For those ill in subsequent years, a
present value of the reduced stream of
earnings is calculated. For those who
die, Landefeld and Seskin's human
capital/willingness-to-paymethodisused.
It combines elements of both methods to
generate the present value of expected
lifetime after-tax income andhousekeeping
services at a 3% real rate of return,
adjusted for an annual one percent
increase in labor productivity and a risk
aversion premium that increases the
estimates by 60%. We averaged Landefeld
and Seskin's estimates of these values
across gender within each age group.

Annual case and death estimates for
foodborne bacterial pathogens in Table 2
come from various CDC sources (Roberts,
Marks, and Lin). Sources for parasitic
disease estimates are primarily the
National Hospital Discharge Survey (Steahr
and Roberts) and CDC sources (Roberts and
Murrell).

Table 2. Estimated Partial Annual Medical costs and Productivity Losses, selected
Foodborne Pathogens, 1992

Pathogen* cases Deaths Costs

# # 0 million

Bacteria:
Salmonella 1,920,OOO 960~1,920 1,188-1,588

Camovlobacter  ieiuni or & 2,100,000 120-360 907~1,016

Ebcherichia  coli 0157:H7 7,668-20,448 146-389 229610

Listeria monocvtogenes 1,526-1,581 378-433 209-233

Parasites:
Toxonlasma  aondii 2,090 42 2,628

Trichinella spiralis 131 0 0.8

Taenia saginata 894 0 0.2

Taenia solium 210 0 0.1

Total Annual Medical and Productivity Costs = $5 to 6 billion/year

*Analysis assumes 100%  of human illnesses are foodbome for Cam~lobacter,  F,scherichia  coli.  Trichinella and the Taenias
and assumes 96% of Salmonella cases, S5% of cases, and 50% of Toxodasma cases are foodborne.
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Incidence vs. Prevalence. These cost
estimates are based on incidence, rather
than prevalence, because the goal is to
develop public health cost estimates to
compare to the costs of various prevention
programs. Incidence estimates are the
annual increase in cases and associated
disease costs.
estimates

In contrast, prevalence
are all persons with acute

foodborne disease or ongoing chronic
complications. For example, it not only
includes the persons with kidney failure
because of F. 0157:H7 from food eaten

. this year, but also all previous cases
with kidney failure from this cause.

Prevalence estimates are greater than
incidence estimates because the estimates
include everyone sick today from the
illness (regardless of
became ill).

the year they
Whereas the incidence

estimates only include those who came down
with foodborne illness this year and their
expected lifetime consequences as a result
of this acute illness.

Incidence estimates are also useful
because they indicate that the health
problem is a current problem and not just
a holdover illness (for example, polio
contracted in 1950) for which an effective
intervention has been found.

Intervention today which prevents
future cases will eliminate all the
economic costs of prevented cases--this is
the benefit of disease prevention.

Intervention today will not reduce
costs for prior cases unless a 81cure1'  is

discovered. For example, we can prevent
future cases of polio with vaccination but
we cannot cure those whose limbs were
withered in an earlier- polio episode.
These cases of withered limbs caused by
polio would be included in the prevalence
estimates of disease burden, whereas the
incidence estimate only includes cases
contracted in the current year. Thus,
incidence estimates are generally the most
appropriate for evaluation of the
effectiveness of prevention programs.
cP evention and

costs. Public health protection programs
can take a variety of forms which may
immediately improve health or have long
run impacts that improve health. Table 3
contains illustrative examples of control
options for foodborne pathogens as well as
ideas from other health programs that
might be adapted to food safety.

Short run improvements:
1. Reduction in acute illness costs--
Consumers informed about food handling and
consumption risks are more likely to act
to reduce their risks (i.e. eating foods
well-cooked) than uninformed consumers.
These actions will reduce their exposure
to foodborne pathogens and reduce acute
foodborne illnesses.
2. Reduction in chronic illness costs--
Food handlinu labels informincf consumers
to cook their hamburgers weli-done, may
change the behavior of some cooks, which
will reduce the cases of chronic kidney

Table 3. Potential Foodborne Disease Prevention Programs and Possible Response.

Prevention program Response

Inform consumers about risks

Create screening programs
for high-risk consumers

Create labels for foods tested
for pathogens & enforce label to
assure that products are l@saferlt

Encourage and establish new controlc procedures for food firms

Expand foodborne disease data bases
and include data on animal disease
rates, carcass contamination rates,
pathogens found on processed foods
and at retail as well as human
hospitalizations and deaths by ICD-9
codes for foodborne pathogens

High-risk consumers may change their behavior
to protect themselves (Magat and Viscusi)

Pregnant women screened for Toxoplasma sondii
would be identified and may change their behavior
(Roberts and Frenkel)

High-risk and risk-averse consumers may increase
purchases (andperhaps paypricepremium) for safer
foods and reduce consumption of high-risk foods,
(e.g., rare hamburgers) (Magat and Viscusi)

Witheconomicincentives, firmsdevelopnewcontrol
production/handlingprocedures/eguipmentsodisease
incidence rates fall: HACCP and microbial testing
are two examples of control procedures that farm/
slaughter/processor/retailer has taken

New knowledge will lead to improved understanding
of the severity of human foodborne illness, its
causes, and where pathogens enter the food chain--
leading in the long run to new prevention options

516



failure due to E. coli 0157:H7 associated
with rare hamburgers.

Long run improvements:
Programs sometimes have long run impacts,
intended or serendipitous,
foodborne disease rates.

which alter

may occur through
These impacts

increased societal
awareness of the magnitude of the
foodborne disease problem, in general, or
increased awareness of specific pathogens
stimulating research on control options
unique to that pathogen.
1. Reduction in acute illness costs--
Labels identifying low-risk foods could
encourage food firms to find safer methods
of producing foods so that their foods can
qualify for the l*safer"  label.
2. Reduction in chronic illness costs--
Creation of better data will nermit
foodborne disease linkages to be
established that have not previously been
established,
attention to

turning private and public
finding ways to reduce

foodborne pathogens from being transmitted
through various points in the food chain
from the farm to the table.

When evaluating the effectiveness of
a prevention program in reducing the
incidence of human illness, both the short
and long run consequences need to be
examined for both acute and chronic
illnesses. (Mossel and Archer have
identified many chronic illnesses
associated with a variety of bacterial and
parasitic foodborne pathogens.) Once the
expected effectiveness of the intervention
has been determined, then the public
health protection benefits in dollars are
the expected percentage reduction in
medical costs, productivity losses, etc.

Prevention Program Costs. On the
other side of the benefit/cost ledger are
the expected public and private program
costs associated with the prevention
intervention. Is the prevention program
a one-time intervention that prevents any
reoccurrence of the disease? Or are
various levels of intervention ongoing?
What are the costs of this ongoing
intervention and in what years are the
costs incurred? Who bears the costs:
industry, government, consumers? And how
are the costs distributed within these
groups?

Table 4. Data Needed for Estimating Microbial Health Risks

Data Need Possible Solution Likely Cost

Better recording of
existing data

Better  demographic
data on who becomes ill

lncreuscd  knowledge
about risk factors

Increased knowledge of
disease severities

Increased knowledge on
deaths from foodborne
sources

Increased knowledge
about hospitalizations
caused by foodborne
pathogens

Quantification of
chronic conditions
caused by foodborne
pathogens

l Expand CDCs passive laboratory-based reporting for 9 foodborne microbial
pathogens to the 30 with tests. (Expanding the use tests by state laboratories
would increase costs more.)
l Expand CDCs laboratory-based reporting to make surveillance active in
selected counties (“sentinel counties”).

Study various methods of making reporting active and estimate likely costs
and benetlts  of increased identification of cases.

Study individual susceptibility as well as food handling und consumption
practices for people becoming ill and control groups who do not become ill.

Increase the number of pathogens investlgsted  in depth with surveys of people
becoming ill wth specific foodborne pathogens.

0 Expand the “sentinel county” survey to Include all counties in the United
States for a few selected pathogens to develop a solid baseline on foodborne
deaths.
0 Study improving the identification  of foodborne deaths in the National Death
Index by improving entry of laboratory test data, by revising the death certi-
tlcate  to specltlcally  ask for laboratory data, etc.

Study improving identification of foodborne pathogens in the National Ilospital
Discharge Survey (NIIDS) by I) examining a sample of the 150,000 hospitalixa-
tions under ICD-9  “00%unspecilied  intesthml  infections” to see if medical
records contaht  laboratory data, 2) examining  septicemia/bacteremia  records for
1 year to determine if foodborne pathogens are involved, 3) estimating the cost
of revising the face sheet for entry of NIIDS data to include laboratory data and
where sample taken (blood, stool, cerehrospinal fluid), and 4) comparing state
systems.

Review the literalure  und estimate the likelihood thnt foodborne pathogeus  are
important in certain chronic disease syndromes such ns reactive arthritis,
neurological disorders, cardiac dysfunction, food allergies, gastritis, kidney
and liver dysfunction, etc.

Around $SOO,OOO/year

Additional $1 million/year

Around $75,000

Around $5OO,OOO/puthogen

Each survey may cost around
$100,000.$200,000

Around $1 milllou/pathogen  for
passive surveillance, much more
for active surveillance
Around $300,000

Unknown, but likely to be less
than $200,00O/study

Literature review around $100,000;
origiarl  resenrch  more costly

Source: Roberts and Smallwood, Amer J. of Agricultural Economics, 1991.
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Spending to improve estimates of
foodborne illnesses and deaths appears to
be cost-effective, considering the $5-6
billion cost for selected microbial
foodborne pathogens in Table 2. Current
inspection program costs are $700 million
annually (GAO), significantly less than
the estimated foodborne disease costs from
microbial pathogens. While it may cost $8
to $24 million/year to build an adequate
foodborne disease surveillance data base
to identify new pathogens and estimate
annual foodborne disease incidence rates,
this is less than 5% of current inspection
budgets. Roberts and Smallwood have
identified several types of data
collectionthatwould improve estimates of
human foodborne illnesses (Table 4). Some
new data collection efforts are underway:
USDA's Food Safety and Inspection Service
is starting to collect baseline data on
the pathogens in slaughter animals: USDA's
Animal and Plant Health Inspection Service
is expanding its animal surveys to include
human pathogens: CDC has initiated a pilot
multi-center diarrhea1 diseases
surveillance study; and Thomas Steahr,
University of Connecticut, has started
analysis of the National Hospital
Discharge Survey by International
Classification of Disease codes related to
foodborne pathogens. What is needed now
is integration and analysis of data from
these various data bases to paint a more
complete picture of the magnitude and
severity of human foodborne illness.

Better identification of which
pathogens are the most costly would
pinpoint which pathogens should be
targeted for benefit/cost analyses for
control on farm, during processing, or
during marketing. Better identification
of who is at high-risk of foodborne
disease would enable regulatory programs
to be tailored to these high-risk groups.
Better identification of high-risk foods
would also inform consumers, some of whom
may alter their food handling and food
consumption practices.

1. The views expressed are those of the
author and do not necessarily represent
those of the Economic Research Service,
United States Department of Agriculture.
Review comments by Jordan Lin, Univ. of
Florida, improved the quality of the
paper.
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SOCIOCULTURAL BARRIERS TO APPROPRIATE CARE'

Sarita L. Karon, University of Wisconsin - Madison
John A. Capitman

Introduction
Significant differences in use of lona-term

care services exist by race/ethnicity and gender.
Although there is much that we do know, there is
even more that we do not know. This paper begins
with a brief review of what is and is not known
about racial/ethnic and gender differences in use
of long-term care. After highlighting some of the
reasons for our limited knowledge, it describes
recent studies by the authors that address some of
these limitations, and concludes with
recommendations for future study.

A thorough review of the literature by
Capitman et al. (1992) concluded that African
Americans are less likely to use nursing home
services than are whites. Women are more likely
to use nursing home services than are men, but
this finding is less consistent and less strong
than the finding about race.
differences in

Some studies suggest
use of home care services also

exists, but it is more difficult to draw
conclusions about these types of services. This
is largely due to the differences in dependent
variable definition. Home care encompass a broad
range of services (e.g., nursing, home health
aide, physical therapy), and also varies greatly
by source of payment (e.g., Medicare, private pay,
Medicaid). In general, review of the literature
suggested the presence of an interaction by race
and payment source. African Americans appear to
receive more of the short-term, post-acute kinds
of services paid for by Medicare than do whites;
but for all other payment types, whites appear to
be in an advantaged position. Women are typically
found to use more of all types of home care
services than do men, but these differences are
attenuated when the availability of informal care
services are taken into account.

In addition to differences in use of long-
term care services, these populations differ in
other significant ways. The "life chances", i.e.,
morbidity and mortality experiences, of racial
groups differ greatly. Whites experience lower
rates of disability at all ages up until age 75
or 80, at which point the sample sizes become so
small as to make meaningful comparison difficult
(Karen et al., 1992). Groups also differ in their
experience of specific disease conditions.
African Americans, Latinos, and Native Americans
are all known to have greater rates of heart
disease, stroke, and diabetes than do whites.

These groups also differ in the economic and
personal resources available to cope with these
issues. Each of these groups, as well as
Pacific/Asians are more likely to be living in
poverty or near poverty than are whites. They
also are less likely to have enrolled in Medicare
Part B or to have purchased private long-term care
insurance. By contrast, whites are less likely to
be Medicaid enrolled even after controlling for
income (Davis et al., 1987). This does not mean
that elders of color are in general more likely to
have Medicaid coverage; only about one-half of
poor elders where Medicaid enrollees in 1985 and
so it is likely that a far greater share of elders
of color are uninsured for long-term care.

In terms of personal resources, there are
differences among racial/ethnic groups in the
availability and type of family assistance that is
available, and in family attitudes about
caregiving. These attitudes may be changing in
some communities. For instance, there is growing
concern about deterioration of traditional family
support structures among Latin0  elders (Maldonado,
1989; Sotomayor and Randolph, 1988). Little is
known about how these differences in informal care

availability and attitudes affect service use. It
may be that strong cultural values on selflessness
and familial responsibility can act as barriers to
service use (Weibel-Orlando,  1989; Ewald, 1987).

Despite these findings, there remains much
that we do not know. Our knowledge is limited in
several ways. First, most of what we know is
limited to differences between whites and African
Americans. We know very little about the service
use experiences of other racial groups (Pacific
Islanders/Asians, Native Americans, Latinos), and
even less about the experiences of ethnic
subgroups (e.g., Koreans,
Pacific Islanders/

Japanese as opposed to

Asians). Second, we do not know why the
differences described exist. For instance, to
what extent do the observed differences result
from personal preferences for services of
particular types, or differences in resources
available to access services, or differences in
provider behavior toward members of different
cultural subgroups? Third, we do not know whether
or under what circumstances the differences are
appropriate. Nor can we even agree on what is
meant by appropriate care. Is care that meets a
groups desire not to seek care from particular
sources appropriate, if that desire is based upon
years of discriminatory and inadequate care?
Finally; we do not know the consequences of the
differences.

There are several reasons for the limited
extent of our knowledge. The first reason
underlies all others, and that is that we simply
have not asked the necessary questions. We have
been complacent in letting the experiences of the
dominant group stand for the whole, without
question. Second, when we have thought to ask the
questions, we have had inadequate conceptual
frameworks. We have not given enough thought to
the ways that we ask the questions and understand
the answers. We have allowed our analytic models,
which are constrained by available data, to stand
for our conceptual frameworks, which can be
broader and represent our assumptions and
perspectives. Third,
inadequate data.

we have been limited by
Small sample sizes have limited

our comparisons to whites and African Americans,
and have not allowed examination of many cultural
subgroups. Finally, we have suffered from poor
methodological approaches. An example of such a
problem is the practice of combining all cultural
subgroups into a single sample for analysis. In
cases where the sample sizes are widely disparate,
the experience of the larger group will mask the
experience of the smaller.
approximately equal size,

When groups are of
the effects of variables

that operate in different directions for the
different groups may cancel each other out, so
that know effect is observed when in fact dramatic
effects exist within each group.

The studies described here have begun to
overcome some of these barriers. Each has been
rooted in a broader conceptual framework, which
has allowed us to ask deeper questions of the
available data. Within the limitations of the
available data, we have attempted to address some
of the methodological limitations of earlier
studies. The following sections briefly describe
these studies and their findings. The report
concludes with recommendations for future
research.

Careaiver Gender and Access to Lonq Term Care
The first study addressed the effect of

caregiver gender on access to formal long-term
care services in a managed care system. The
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caregiving literature is rife with evidence of
women's greater likelihood to act as caregiver,
and of differences in the kinds of tasks that
women and men perform. However, the literature is
sorely lacking in explanations for the observed
phenomena. Attempts at explanation only serve to
further describe differences in observed behavior,
without addrgssinq  the underlvinq causes of these
differences. This study (Karon, 1991) proposed
one possible source of the difference, i.e.,
gender-role socialization.

The conceptual framework (Figure 1)
emphasized that these socialized norms affect the
actions of individuals as well as social groups
and provider institutions. The conceptual
framework also highlighted the inter-relatedness
of people, groups, and institutions. Each acts to
constrain as well as to impel the actions of the
others. For instance, care managers must act
within the constraints of the practices of the
provider organization; but they can influence the
provider organization by using discretion in
ambiguous situations.

This study utilized data from three of the
national Social/HMO demonstration sites. The
Social/HMOs provide a full range of medical
services, as well as a broad range of long-term
care services to enrolled individuals. These
include community based services such as home
care; home health aides: physical, occupational,
and speech therapies: and home delivered meals.
Limited nursing home care, beyond that covered by
Medicare, is also provided. Services are provided
in a capitated, integrated system that is
coordinated by care managers, and is funded by a
combination of Medicare and private pay premiums.
Access to the long-term care benefits is a
function of need-based eligibility criteria that
are comparable to each state's nursing home pre-
admission screening criteria. Need is determined
on the basis of a standardized comprehensive
assessment, administered by care managers.

Data about the health and functional status
of enrolled individuals, and their available
caregiving networks were drawn from the
Comprehensive Assessment Forms that are the basis
for the care managers' determination of client
eligibility for services and for care planning.
Data about access to services were drawn from the
actual care plans for the month following
eligibility. The sample included 485 elderly
women who were eligible for services and who had
identified a primary caregiver who was a husband,
child, or child-in-law. Nearly equal numbers
identified male (240) and female (245) primary
caregivers.

Tobit analysis was used to model access to
services. Tobit was chosen because of the large
number of individuals who had no services
authorized. This could have occurred either
because the care managers determined that their
needs were being adequately met in other ways, and
so they were not given access to care; or because
the care managers offered services that the care
recipients chose not to accept (no access desired,

the
zisired).

offered services were not the ones

Results from the initial model, which
considered only main effects of the variables,
found no significant effect of caregiver gender on
access to services. This is the point at which
many studies would stop. The conceptual model
used, however, suggested that gender role
socialization would be an issue. We therefore ran
a model that considered the interactions of
caregiver gender with other variables that would
be expected to be gender-typed. This iteration of
the model resulted in very large differences in
access by caregiver gender, where those with male
caregivers were to have access to services than
were those with female caregivers.

In order to gain more detailed understanding
of the effects of caregiver gender, we divided he
sample on the basis of caregiver gender and ran

independent models. This was statistically
equivalent to running a model with all terms
interacted with caregiver gender. Looking at the
data in this way allowed a clearer examination of
the process by which members of each group gained
access to services. Several differences were
particularly striking. First, those whose
caregivers were male had greater access to
services when they had need for more "intimate"
activities of daily living (ADLs), i.e., the ADLs
that require full or partial nudity on the part of
the care recipient. These included bathing,
dressing, and toileting. Assistance with these
types of activities can be considered to be
"female" in nature. Additionally, there may be
taboos about who can see the care receiving woman
naked. Interestingly, this finding did not differ
by relationship. It was as likely to be true when
the caregiver was a husband as when he was a son.
Some care managers, interviewed for another part
of the study, reported that it was not unusual to
have a client who said "my husband's never seen me
naked!"

Another striking finding was the effect of
needing assistance with heavy household chores,
such as home maintenance, lawn care and snow
removal, and vacuuming. This variable had a
significant effect on access to service for both
those with female and male caregivers. However,
the direction of the effect was opposite for the
two groups, in directions that corresponded to
gender role stereotypes. When the caregiver was
male, the client had less access to formal
services. When the caregiver was female, the
individual client had greater access to services.
These findings are in keeping with gender
stereotypes that suggest men may be better able to
perform these physically demanding tasks. The
findings held even though the male caregivers
included husbands, who might themselves be
expected to have some physical limitations,
whereas the female caregivers were all daughters
and daughters-in law who might be presumed to be
younger and in stronger physical condition.

Access to formal services among those with
a female caregiver generally responded to medical
needs, such as need for assistance with
medications. The more.social kinds of needs that
are stereotyped as female activities did not
influence access to services for this simple.

These findings illustrate three key points.
First, is that use of a stronger conceptual model
can encourage lines of inquiry that might
otherwise be ignored. Second, is that use of
methodologies that consider each group's
experience in its own right and can provide
greater understanding of the unique experiences
faced by each. Comparison of the experiences of
the different groups can have important
implications for the design of more equitable
patterns of care. Third, use of data from the
Social/HMOs emphasized the strength of these
gender-based inequities, by controlling for a
multitude of other sources of difference. Each of
the sample members, by virtue of her membership in
the Social/HMO, had access to a range of services,
i.e., supply of services was not a limiting
factor. Further, each Social/HMO member faced
identical eligibility criteria for access; there
were no differences in the infrastructure that
would act to differentially limit access.
Social/HMO members also experienced a level
playing field, in terms of economic resources and
the knowledge needed to access services. The
finding of such strong gender-related differences
in this sample suggests that the differences may
be even more dramatic in other populations.

Race/Ethnicitv and Gender and Access
to Home Based Long Term Care

The second set of studies was concerned with
the effects of race/ethnicity and gender on use of
home based long-term care services. These studies
were rooted in a complex conceptual framework
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(Figure 2) that emphasizes the interplay of
sociohistorical factors, individual needs and
resources, individual practitioners and provider
organizations in determining use of various types
of services, defined by type and payment source.
Race/ethnicity and gender are conceptualized as
independent factors that are shaped by the
historical, social, economic, and cultural milieu,
and that in turn influence the actions of
individuals and provider systems. An example of
such a historical factor is the Tuskegee
experiments, in which, unknown to them, 400
African American men were given only placebos as
part of an experiment to determine the
consequences of untreated syphilis. Such
historical events as these can result in long-
standing mistrust of service providers by African
Americans or other groups with their own histories
of abuse or mistreatment. Individual level
determinants of service use include the life
chances, informal resources, and other resources
(economic, knowledge, etc.) reviewed earlier.
Systems of care include the state and local system
infrastructures, practices of provider
organizations, and individual practitioners'
beliefs and behaviors. Individuals' attempts to
obtain service are filtered through these systems
of care, and result in use of services defined by
type and payment source.

Within this framework, three sets of studies
were conducted using two different data bases.
The first study used data from the 1984 National
Long Term Care Survey (NLTCS) and the linked
Medicare bill files. The dependent variable was
the number of days of Medicare home health care
provided in the year following completion of the
NLTCS. The sample was restricted to individuals
who were known to be impaired, i.e., who had
passed the screening criteria and were included in
the detailed survey. The second and third study
used data from the 1984 wave of the Longitudinal
Study on Aging (LSOA). Again, only impaired
individuals were included in the sample, where
impairment was defined as needing assistance with
one or more ADLs or instrumental ADLs  (1ADL.s).
These studies differed in the dependent variable
used. In one case, the dependent variable was
defined as receipt of paid assistance with ADLs or
IADLS. In the second case, the dependent variable
indicated receipt of home care, including nursing
and home health aide services, without regard to
payment source.

Comparison of the findings of these three
studies can be used to examine the importance of
the dependent variable definition. Comparison of
the findings for the dependent variable Medicare
home care use with the dependent variable home
care use begins to provide understanding of the
difference payment source can make. Comparison of
the findings for home care use and paid assistance
with ADLs and IADLs highlights the importance of
considering the nature of the services being
provided.

Although the variables included in the
equations and the variable definitions differed
somewhat between the LSOA-based studies and the
NLTCS-based study, each included consideration of
several key concepts: raceiethnicity, gender,
functional status, availability of informal
supports, and living arrangement. Key findings in
each of these areas are summarized in total and
for several subsample comparisons (Tables l-5).

Table 1 shows the comparison when the
analyses were conducted for the full samples (all
races, both genders). In all cases, greater
levels of functional impairment were associated
with greater likelihood of receiving formal
services; however, the level of impairment
required to achieve this increased access varied
by the type of service. Having greater amounts of
informal support decreased the likelihood of
receiving paid assistance with ADLs  and IADLs.
For both home care variables, however, the
likelihood of service was increased with greater

informal supports. This may suggest an advocacy
role for family members. Living alone increased
the likelihood of receiving Medicare home health
and paid help with ADLs/IADLs, but had no impact
of the receipt of other home care services.
African Americans were less likely to receive paid
assistance with ADLs/IADLs and with home care
services, but there were no significant

differences in the receipt of Medicare home health
services. This may indicate that the nearly
universal coverage of Medicare works to reduce
inequities of access. Finally, women were found
to be more likely to receive paid assistance with
ADLS/IADLS, even after controlling for living
arrangement and level of informal support, perhaps
reflecting the kinds of gender role issues
described previously whereby husbands are unable
or unwilling to perform the stereotypically female
kinds of care associated with ADLs  and IADLs.

Table 2 shows the same comparisons as in the
previous table, when the sample includes only
whites. The findings are almost identical to
those based on the full sample. This is an
example of a case where the experience of the
larger group dominates the findings for the whole.
Without examining the groups independently, one
might conclude that whites and African Americans
face the same process of gaining access to care,
except that in some cases African Americans
receive less of it. Table 3 shows the results
of the analyses when the sample includes only
African Americans. Examination of this table
shows that the potential conclusion described in
the preceding paragraph is false, i.e., African
Americans do not appear to experience the same
process of accessing care as do whites. As is
true for whites, African Americans have greater
access to all types of services when they have
greater levels of ADL impairment. The level of
impairment required before this effect is
observed, however, is much greater for African
Americans. The most dramatic difference is in the
level of impairment at which access to home care
services is increased. For whites, this occurs
with 2 or more ADL impairments, but for African
Americans there is no increase in the likelihood
of service use until the individual is impaired in
5 or more ADLs. For African Americans, living
arrangement does not affect access to any of the
three types of services. Among African Americans,
women are marginally less likely than men to
receive access to Medicare home care; this is in
contrast with a positive effect of being female
among whites.

Table 4 shows the results when only women
are included in the sample. In almost all cases,
the results are identical to those for the full
sample. This is likely because, like the full
sample, most of the women are white.
Additionally, a majority of both full samples from
each of the data bases were women. Despite the
broad similarity, there is one interesting
difference between women and the full sample.
Women who live with a spouse have an increased
likelihood of receiving paid assistance with ADLs
and IADLs. There was no such living arrangement
effect for the full sample. As observed in other
analyses, this may be a result of the husbands'
gender role socialization which leaves them ill
prepared to provide certain kinds of assistance,
and perhaps more inclined to purchase services
when possible.

Table 5 shows the results when the sample
includes men only. The effects of functional
impairment are the same for men as for the full
sample. Some interesting differences appear in
the informal supports and living arrangements
effects. There is no impact of informal supports
on the use of Medicare home health; and there is
no impact of living arrangement on receipt of paid
assistance with ADLs/IADLs. The latter finding is
another likely result of gender role
socialization. Men may be able to call on a
variety of resources for assistance with ADLs  and
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IADLS, whether the person who helps is a household
member or not.

Implications for Future Studv
The results presented in Tables 1-5 begin to

illustrate the benefits to be gained by
considering the experiences of population
subgroups in a comparative manner, a? well as the
importance of clearly specifying the type of
service use being considered. The studies that
are described here offer several lessons for
future study.

First, we need to develop more thorough
conceptual frameworks. The use of stronger
conceptual frameworks can push us to reconsider
the validity of analytic models that result in
nonsignificant findings, leading us to develop
more detailed models. Additionally, stronger
conceptual frameworks can lead us to deeper
understandings of significant results, and
encourage us to ask questions that carry us beyond
the seemingly obvious.

Second, we need better data, both in terms
of who is measured and what is measured. In terms
of who is measured, we need larger samples of
racial subgroups; and, within racial groups, we
need larger samples of ethnic subgroups. We must
be able to differentiate racial groups by their
countries of origin, but also by their date of
immigration to this country, and degree
acculturation.

In terms of what is measured, we are sorely
lacking information in many areas. We need
information on provider orientation. For
instance, do individual providers hold racial
stereotypes that affect their desire to provide
care or abilities to provide appropriate care?
Are the providers aware of the different types of
health care issues facing different groups? Do
provider organization make information available
in the range of languages spoken by the people in
their service areas?

We need information on consumer attitudes
and knowledge. This information will help us
understand to what extent differences in access to
services is a result of individual preferences for
services, as well as individual awareness of the
services available and the methods used to access
them. Such information has clear ramifications
for the approaches used to remedy inequities in
access.

We need information on the
services.

supply of
Clearly, individuals cannot access

services that do not exist in their geographic
areas. Some of this information exists in sources
such as the Area Resource- File, and can be
utilized by linking multiple databases together.

We need information on the infrastructure,
as well as the supply, of services. What are the
institutions, organizations, and policies that
facility or hinder access to care, and how do they
differ by locale? Do they differ in the kinds of
populations that live in their target areas?

We need better information on the social
norms and family roles that exist in different
cultural groups, keeping in mind that these may be
especially fluid among groups with more recent
histories of immigration. We must be careful to
make sure that our knowledge of norms and roles is
based on careful empirical evidence, and not on
supposition, stereotype, or prejudice.

Clearly, it may be difficult to find all of
this information in a single source. As already
noted, the possibility exists for linking
databases. And, as was illustrated by the.studies
described earlier, there is much to be gained by
comparing findings across studies and databases.

Better understanding of the sociocultural
barriers to appropriate care is not merely a
matter of improved sources of data. It is also a
matter of improved methods of using the data that
we have. This includes more carefully defining
our measures of utilization. We need to be
specific in the types of services being measured,

recognizing that the type of service may be as
much a function of payment source as it is of the
kind of care provided.

We can also improve our understanding by use
of methods that consider the issues more
thoroughly. One important methodological step is
to consider the role of interactions of
race/ethnicity  and qender, with each other and
with other variables in the equations. Our
research must reflect our understanding that
different groups experience the world differently,
and may be treated differently by others in the
world.

some of our understanding of these
differences has come from qualitative research.
We must not forget the value of these different
types of research, and must work' to integrate
them. Similarly, we must recognize the knowledge
to be gained by considering the work of many
disciplines. For instance, much of the approach
underlying the studies described in this paper has
been fostered by feminist research and theory.
Use of multiple perspectives can only enrich our
understanding of the world.

Our country is now engaged in a struggle to
find new or modified health care paradigms, that
will allow access to care for all members of our
society. As we struggle to decide how to pay for
such care, we must also struggle to understand
what access to care means. Removal of financial
barriers will not, by itself, create an equitable
system. It is only by continuing to learn about
each other, the ways that our histories and
experiences shape who we serve and to whom we go
for service, that we will begin to recognize and,
finally, remove the many socioculturalbarriers to
care.

1. The authors are grateful to the American
Association of Retired Persons and to Work/Family
Directions, Inc. for partial funding of portions
of these studies.

REFERENCES

Capitman, J., B. Wethers, and E. Sadowsky (1992).
Use of formal long term care services: evidence
for the roles of race/ethnicity, gender, and
informal care. Prepared for the American
Association of Retired Persons. Institute for
Health Policy, Brandeis University.

Davis, K., L. Lillie-Blanton, B. Lyons, F. Mullan,
N. Powe and D. Rowland (1987). Health care for
Black Americans: The public sector role in
currents of health policy: Impact on Black
Americans. The Milbank Quarterlv. Supplement
1(65), 213-247.

Ewald, P.D. (1987). Chronic health care needs of
native village elders in interior Alaska. Final
fellowship report, Division of Human Services,
University of New England, Biddeford, Maine, l-82.

Karon, S.L. and J.A. Capitman (1992). The effects
of racejethnicity and gender on long-term care
use: A comparative analysis. Report to the
American Association of Retired Persons.
Institute for Health Policy, Brandeis University.

Karon, Sarita L. The difference it makes:
Caregiver gender and access to managed long-term
care services in the social/hmo. Doctoral
dissertation, Brandeis University, 1991.

Maldonado, D. (1989). Testimony .presented  to
Congress. Hispanic and.Indian  Elderly: America's
failure to care. Hearing before the Select
Committee on Aging, House of Representatives, 101
Congress, August 7, 1989, Albuquerque, New Mexico.
Comm. Pub. No. 101-730, Part I., U.S. Government
Printing Office, Washington, D.C.

525



Table 1
COMPARISON OF KEY VARIABLES ACROSS ANALYSES: FULL SAMPLE

Medicare Home Paid Help with Use of Home Care
Health ADL/IADL ServicesII Variable Concept

II Functional Status

Informal Supports

Living Alone

Variable

+
at all levels

+
with greater
numbers of

Table 2
COMPARISON OF KEY VARIABLES ACROSS ANALYSES: WHITES

Functional Status

Informal supports

Living Alone

Female

Medicare Home Paid Help with Use of Home Care
Health ADL/IADL Services

+ +
for all levels for 2 3 ADLs for .: ADLs

+ +
for greater with unpaid help with unpaid
number of from immediate help from
supports family distant

relatives

I + "C

ns

Table 3
COMPARISON OF KEY VARIABLES ACROSS ANALYSES: AFRICAN AMERICANS

Informal Supports ns

-

I

1-
Variable

Paid Help with ~ 1 Ee of Home Caie
ADL/IADi Services

I

+
with unpaid help with unpaid
from immediate help from

family nonrelatives

e-j-e?-
Table 4

COMPARISON OF KEY VARIABLES ACROSS ANALYSES: WOMEN

Functional Status

Informal Supports

Livina Alone

African American

Medicare Home
Health

Paid Help with Use of Home Care
ADL/IADL Services

family nonrelatives

+ + "S

ns I ID < .OE) I ID < .07)
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Table 5
COMPARISON OF KEY VARIABLES ACROSS ANALYSES: MEN

Variable
II
Medicare Home

I
Paid Help with

Health ADL/IADL I
Use of Home Care
Services

Functional Status + + +
at all levels at 2 3 ADLs at 2 3 ADLs

Informal Supports "S +
unpaid help from unpaid help from
immediate family nonrelatives

Living Alone + "s "S

African American "S +
for Hispanics for African

(p < .07) Americans
(p < .07)

FIGURE 1
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EVALUATION OF BARRIERS TO PRENATAL CARE: A MODEL PROJECT

Mary E. Losch, University of Iowa
Herman A. Hein

I am here today to tell you about the Iowa
barriers project: how it came about and how it
runs on a day-to-day basis.

This project is designed to assess barriers
experienced by Iowa women in obtaining prenatal
care. It came into being almost two years ago as
a result of Dr. Herman Hein's frustration at the
continuing need to establish policy recommenda-
tions for reducing the infant mortality rate and
having few data sources on which to base such
recommendations. As a member of the national
commission to prevent infant mortality and chair-
man of the sub-committee charged with assessing
barriers to prenatal care, Dr. Hein began to se-
riously consider the basic components necessary
to evaluate barriers to prenatal care at the state
level. Primarily, he saw the need to 1) evaluate
the accessibility of prenatal care to all Iowa
mothers and 2) to provide a means of monitoring
interventions that might be designed to reduce
barriers to prenatal care.

Drawing on his considerable experience and
professional contacts as the head of the State
Perinatal Program, Dr. Hein brought together a
number of individuals from the Iowa Department of
Public Health, The University of Iowa Departments
of Pediatrics, Obstetrics & Gynecology, and the
Iowa Social Science Institute (which is my aca-
demic residence). The first order of business
was to develop a survey instrument that could be
used throughout the state. Drawing from several
existing questionnaires on prenatal care includ-
ing the 1988 national maternal health survey and
adding a number of original questions, the in-
strument was pilot tested in three hospitals. These
hospitals served differing populations of mothers
both in terms of sociodemographic characteristics
as well as the types of pregnancies (i.e., high-
risk versus non-high risk).

In addition to variables affecting whether or
not a pregnant woman sought prenatal care such as
insurance coverage and transportation, additional
items include satisfaction with care, open-ended
queries about why it might have been difficult to
get care, and any experiences with refusals to
provide care. Sociodemographic questions about
both the mother and father are also included.

Results of this first pilot test resulted in
rewording of several questions and a second pilot
test at The University of Iowa Hospital in order
to determine whether or not the questionnaire could
be filled out in a relatively short time and to
make sure revised questions were indeed unambigu-
ous and simple to answer.

Finding this to be the case, Dr. Hein then
contacted The Robert Wood Johnson Foundation (RWJ)
to determine their level of interest in possibly
funding such a project. Following their positive
disposition to the idea, Dr. Hein and I prepared a
proposal to RWJ for a 3-year project to assess
barriers to prenatal care experienced by Iowa women.
As you might have guessed by now, the project was
indeed funded and we are nearing the end of our
second year.

To give you some idea of the costs involved,
I'm going to show you a summary of the budget (See

Table 1
YEARLY AND OVERALL  COSTS

Personnel* 44,000 31,300 39,200 120,500

Hardware
Scanner
PC
Printer

5,000 -- -- 5,000
3,200 -- -- 3,200

400 -- -- 400

Software
Scanner
Word Proc.
Statistical

1,000 -- --
200 -- --
300 -- --

1,000
200
300

Printing

Postage

comm.  Costs

9,500 8,100 8,100 25,100

6,700 6,700 6,700 20,100

1,200 1,200 1,200 3,600

Travel Costs 3,000 3,000 3,000 9,000

TOTAL $74,500 $56,300 $58,200 $189,000

Year 1 Year 2 Year 3 Overall

*Includes Principal Investigator, Co-Principal
Investigator, Project Coordinator, Project Con-
sultant, Computer Consultant, Secretarial Support

Table 1). At the same time, you can see the main
personnel and equipment requirements. Please note
that these figures are for direct costs only and
do not include overhead or indirect costs. In
addition, they do not reflect the many hours con-
tributed by public health officials with whom we
meet quarterly and hospital personnel who admin-
ister the questionnaire. Due in no small part to
Dr. Hein's many years of good work with the state
perinatal program, all of Iowa's maternity hospi-
tals agreed to participate in the project and are
generously providing their assistance free of
charge.

Dr. Hein and I are budgeted at 5% each which
probably does not reflect the actual time devoted
to the project. Ten percent would probably be
more accurate. A second member of the state
perinatal program acts as liaison between the
project coordinator and the hospitals. Ten per-
cent has been more than adequate for this role.
The project coordinator provides day-to-day over-
sight of the project; she is responsible for mailing
questionnaires to the hospitals, tracking returns
from hospitals, entering and analyzing data. This
position was originally budgeted at 50% time and
we have since expanded it to 60%. Even at that,
expanded requests for specialized analysis from
various public health officials and local agen-
cies have resulted in the need to hire additional
personnel to assist with these day-to-day respon-
sibilities.

In the first year of the project, funding for
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computer consultation was included to assist with
the installation and programming of an NCS opti-
cal scanner. Because the design was a census
rather than a sample of new mothers, we decided
that the initial investment in a scanner would
more than pay for itself when considering the
data entry costs associated with tens of thou-
sands of questionnaires that are returned to UE
each year. The only other equipment necessary
are a microcomputer with large storage capacity
and the power to manipulate large data sets and a
printer.

When we began the project, Iowa's large hos-
pitals were contacted first and provided with in-
formation about the study and instructions about
the questionnaire's administration. Bather than
prescribe a standard set of instructions on who
should approach the mothers, staff on the maternal
units were encouraged to make their own determina-
tions about who should be responsible for the admin-
istration of the questionnaires. Some hospitals
prefer to have the questionnaire administered at
the same time the birth certificate information is
provided, others separate the two.

After successfully bringing the large hospitals
on board for the project, the many other smaller
hospitals were contacted and all are now partici-
pating in the project. Returns are made monthly by
the large hospitals and those hospitals with very
few births per year make returns quarterly. Based
on tracking sheets completed by hospital staff, the
response rate for the project ranges from 50 to >95%
with an average of approximately 80%. We are now
waiting for the actual birth data for 1992 in order
to calculate our exact response rate.

I would now like to show you a few examples of
the types of data we have drawn from the barriers
project and how they can be used. First I'll show
you a city comparison (See Table 3). Using this
approach you can also analyze data within a city,
for example by zip codes (See Tables 4-5). And
although these data are extremely valuable for as-
sessing barriers and characteristics of these moth-
ers and hence planning interventions, an addi-
tional value is the ability for this design to
monitor such interventions and evaluate their ef-
ficacy.

Table 3
METHOD  FOR FEEDING BABY BY CITY

ALL DM DV SC WL CR
Now
Breast Milk Only 41 49 49 22 39 45
Mostly Breast Milk 12 10 91 8 8 9
Breast Milk = Formula 3 2 2 8 2 2
Mostly Formula 2 2 2 312
Formula Only 42 37 38 49 50 42
In 6 Weeks
Breast Milk Only 24 28 31 17 22 25
Mostly Breast Eilk 18 19 17 16 14 17
Breast Milk = Formula 8 8 7 10 7 7
Mostly Formula 6 6 5 8 6 6
Formula Only 44 39 40 49 51 45

All entries reflect percentages

Based on infant mortality data and these bar-
riers data, it is clear that one metropolitan
area in Iowa stands out as having a number of
negative indices when it comes to prenatal care
and perinatal outcomes. We are now beginning
work on a demonstration project designed to posi-
tively impact the delivery of prenatal care in
this area. When this new project is implemented,
the barriers project will be used to evaluate the
effectiveness of the intervention. In short, if
the project is working, our numbers from this
should look better.

Finally, in order to further enhance the value
of these data, we have recently worked out a sys-
tem whereby the questionnaire number from the bar-
riers survey will be placed in the birth certifi-
cate database for each mother completing the bar-
riers instrument. We will then be able to di-
rectly assess the possible links between access
to prenatal care and perinatal outcomes.

In sum, the barriers project is indeed serv-
ing as an important data source for public health
officials across the state of Iowa and we hope
will continue to provide valuable information as
a tool for monitoring the important refcrme which
will take place in the near future.

Table 4
PERCENT OF BIRTH CONTROL USED BY DESIRABILITY OF PO BY ARFA

Desirability of Pregnancy 50314
No, But in the Future 30
No, Nor in the Future 38

All entries reflect percentages

50315
32
47

50313 50265
43 49
50 55

Table 5
DESIEABILIEY  OF PREGNANCY BY AEEA

Desirability of Pregnancy 50314 50315 50313 50265
Yes, & Earlier 22 32 27 32
Yes, at That Time 17 31 32 45
No, But in the Future 52 33 35 20
No, Nor in the Future 9 4 6 3

All entries reflect percentages
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THE ELECTRONIC INFORMATION HIGHWAY: A PATHWAY FOR PUBLIC HBALTH INFORMATION

David A. Ross and Edward L. Baker, CDC

Among the most significant challenges in
public health, is the challenge to improve the
knowledge base for preventive services policy
making through better and more timely
information. Increasing and improving data
access to build this knowledge base is clearly
one of our major challenges. Reform of the
health system will underscore the need for
improved information systems.(l)

There are significant opportunities
corresponding to these challenges. Primary
among these opportunities is the potential to
interconnect local, state and federal public
health officials by using available advanced
electronic network communications technologies
and by connecting these organizations . to
national telecommunications networks.(2)

This paper addresses the impact these
technologies are having on how we at CDC
conceive our information mission and how these
technologies will be used in the future.

Why speak about a network for public
health officials at a session on surveillance?
Simply put, the presence of large-scale inter
networking taken in conjunction with expanding
automation at the point of service deliver -- be
it acute care, primary care, or preventive care
-- is changing the landscape of possibilities
for population assessments of public health
status.

Health reform policy needs are already
driving information collection. The need for
data characterizing access to and demand for
service, the cost effectiveness profile of the
care rendered, and the outcomes resulting from
that care are coming under intense scrutiny by
all members of the health care system.
Preventive health and population-based services
will be forced to a higher standard of proof of
effectiveness. Assessment, policy development
and assurance as described in the Institute of
Medicine's Future of Public Health (3) will be
the cornerstone for public health practice. The
assessment functions offer important
opportunities for promoting public health
leadership and will be enhanced through the
fusion o f computing and communications
technologies.

We can no longer discuss assessment of
disease trends, population disease phenomena,
nor the effectiveness of prevention programs in
the absence of a discussion of the technologies
that enable the public health assessment
function. Clearly, electronic communications
between and among distributed sources of data
for purposes of making population-based
assessments is becoming more feasible and more
essential to policy makers.(d)

What is CDC INPHO? The CDC Information
Network for Public Health Officials (CDC INPHO)
is an initiative whereby CDC:

1. ’ assisting
deparzents

state and local health
in building their own electronic

communications networks and in linking these
local networks to the national information
highways;

2. is providing the public health personnel a
common access to CDC information resources; and

3. is setting the stage for a dynamic yet
consistent interchange of information that can

be relevant for local community health
prevention programs, state prevention efforts,
and for federal programs.

Therefore, CDC INPHO is an umbrella
reference describing activities that will bring
about electronic linkaae between and among
public health partners; describing the
implementation of CDC WONDER/PC as the vehicle
for providing uniform access to CDC information
resources; and describing the gathwava upon
which surveillance data and other information
will be able to move. CDC INPHO is not a
computer program that unifies or integrates CDC
surveillance systems.

How will the aoals of CDC INPHO be
imolemented? The effort involves CDC working in
partnership with state and local health leaders.
At present CDC INPHO is guided through the
collaboration of three CDC components: the
Public Health Practice Program Office, the
Information Resources Management Office and the
Epidemiology Program Office.

To establish electronic linkage the CDC
team will develop model or prototype state
communications networks; link key public health
organizations using the electronic mail
facilities of CDC WONDER/PC; convene a national
workshop to share information and assure that
our activities support state and local health
needs; provide information, technical standards,
and technical consultation when requested; and
assist public health agencies in developing
information system capacity.

To offer uniform access to public health
practitioners CDC will continue to enhance and
expand the databases accessible through CDC
WONDER/PC while also expanding its
functionality. Coming releases of CDC
WONDER/PC will include access to:

. the Prevention Guidelines Database, a
comprehensive compilation of all CDC disease
prevention and health promotion guidelines
and recommendations,

. the Training Resources Directory, a database
of all training and educational opportunities
available through CDC's developing Public
Health Training Network (CDC PHTN), and

. the MMWR made full-text searchable and
including charts and graphs.

Finallv, CDC INPHO is collaboratina with
the Georgia Division of Public Health and%he 19
District Health Officers to develop and test the
utility of meeting local health needs for
community health profile information usable for
local programmatic decision making while also
meeting state and federal disease surveillance
needs through unified electronic capture, data
transmission, results analysis and widespread
distribution and notification.

The Georaia INPHO Project. This project
is a partnership among public health, a orivate
foundation, the

-_
Emory University -School of

Public Health, the Medical College of Georgia,
and the Georgia Center for Advanced
Telecommunications Technologies located at
Georgia Tech. This innovative 3-year project is
producing a communications environment within
Georgia that connects all levels of public
health to one another and to CDC.
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The project will position the Georgia
Division of Public Health as national leaders in
their use of advanced computing and
communications technologies applied to solving
public health emergencies, to bringing timely
prevention information to community public
health officials, and to empowering local
community health planning efforts through
information and automation.

CDC and The Woodruff Foundation served as
catalysts to bring the academic centers and
state and local governments together as
partners for a common purpose. The partnership
between GCATT technologists, Georgia State
government departments (DHR and DOAS), and CDC
has stimulated a vision for the state
government's high-speed wide-area
communications network. The collaboration
among GDPH, Emory's School of Public Health,
MCG, and CDC is providing a test bed for
evaluating the impact of improved information
and sophisticated analytical tools upon local
health planning, service coordination,
distance-based training and primary prevention
efforts. None of these accomplishments would
have been possible without the full
collaboration of each of the partners.

Our objectives are three-fold. First, we
will test the effectiveness and utility new
information products have in assist public
health practitioners and primary care
physicians. Second, we will implement and
evaluate the impact that a comprehensive
electronic mail system has upon the interactions
within the state public health leadership. And
third, we will automate those health departments
that presently lack the necessary hardware and
software to participate in the electronic
frontier.

CDC INPHO in Georgia has become an
example for demonstrating GCAl'T's  vision for
Georgia as the world's leader in advanced
telecommunications. CDC INPHO is building an
organizational tie between MCG's Telemedicine
project and the State Health Department that
will serve to improve access to and
coordination of preventive and primary care
services in rural Georgia communities.
Finally, the Georgia implementation of CDC
INPHO is bringing the public health education
capacities of Emory University to the worksite
in each District Health Office thereby
improving the competencies and capabilities of
community public health department and their
public health practitioners .

Among the many activities that comprise
the Georgia project, the community surveillance
database or community health profile will guide
much of the system development in Georgia. The
phenomenon of clinic and service-based data
systems developed using client-server technology
is beginning to drive how we engineer
surveillance collection systems. In the
distributed client-server world data reside
locally, the information is contributed from
each component organization, data systems will
aggregate data hierarchically, and systems are
being developed to measure and monitor
prevention program effectiveness.

The challenge presented to us in Georgia
is to combine federal surveillance needs with
the State desire to monitor programs, to develop
a singular surveillance data capture software
that eliminates the multiple dissimilar CDC
categorical disease surveillance systems and
that interfaces with the clinic-based patient
tracking system called HOST (for Health Outcomes

and Services Tracking), and that is capable of
producing a dynamic profile of the health
patterns and problems confronting Georgia.

Discussions have just begun and a complete
solution is probably several years away. It is
most important to recognize that the
communications capacity we are building in
Georgia is changing the way in which local
public health authorities envision meeting their
prevention mission.

Most probably health reform legislation
will transform public health. To be maximally
effective public health leaders must shape
public policy through timely data. We believe
that CDC INPHO will open the door for rapid
transmission and effective communication of the
data that will be required to shape policy
debates.
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